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Abstract: We consider finite element approximations of parabolic control problems with
pointwise control in this paper. The state equation exhibits low regularity due to the control
imposed pointwisely. To discretize the optimal control problem we use variational discretization
together with piecewise linear and continuous finite elements for the space discretization of the
state, and the dG(0) method for time discretization. We prove a priori error estimates for control,
state and adjoint state. Numerical experiments are provided which confirm the theoretical results.
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1. Introduction

Optimal control problems with time-dependent control play an important role in many applica-
tions, so that the numerical treatment of these problems currently is a hot research topic. For an
overview concerning a priori error analysis for parabolic optimal control problems we refer to e.g.
[25], a posteriori error analysis can be found in e.g. [20]. A priori error analysis for problems with
state constraints can be found in, e.g., [7], [14] and [24].

However, all the work mentioned above are focused on distributed control, namely, the control
acts on parts of the domain, so that for both control constrained and state constrained problems
the state equations all exhibit standard regularities. In many applications, however, control can
only act locally at finitely points of the domain, which is called pointwise control. In this case, the
state equation has limited regularity, so it is of primal interest to investigate the behavior of these
kind of control problems both theoretically and numerically.

There are a lot of applications for control problems where governing state equation exhibit low
regularity resulted from the pointwise control. For example, by controlling the magnitude of some
pointwise heating source we can achieve a desired temperature distribution with as less as possible
energy consumption. There are also applications in inverse problems. For the data assimilation
problems in environment surveillance, one needs to determine the magnitudes of pollutant emission
from some given locations with observations, the regularized problem can be treated and analyzed
in the content of pointwise control problems. Another typical application in this context concerns
control of pollution sources in industrial areas, ensuring required air and/or water quality in the
living areas of the population, see Section 5 for details.

For optimal control problems with pointwise control, Dean, Gubernatis and Ramos etal. studied
such problems with governing equations of Burger’s type in [6] and [26], respectively. Chryssoverghi
studied approximation methods for optimal pointwise control of parabolic systems in [3]. Droniou
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and Raymond also analyzed the optimal pointwise control of semilinear parabolic equations in [9].
However, there seems to be no contributions to the finite element analysis of such kind of problems.

The aim of this paper is to analyze the finite element approximation of parabolic optimal
control problems with pointwise control. These problems are difficult due to the low regularity of
state equation through the pointwise control. We use standard piecewise linear and continuous
finite elements for the space discretization of the state, while the dG(0) method is used for time
discretization. Based on the error estimates for finite element approximation of parabolic equations
with measure data in space presented in [13], a priori error estimates for control, state and adjoint
state are derived. Numerical experiments are also provided to confirm our theoretical results.

The outline of the paper is as follows. In Section 2 we present the parabolic optimal control
problem with pointwise control. Existence and uniqueness as well as regularity results for the
solutions are established. In Section 3 we present the fully discrete finite element approximation for
the state equation and corresponding optimal control problems together with the stability estimate
for the discrete scheme. Section 4 is devoted to the a priori estimates for the discretization error
of state equation and thus a priori error analysis for optimal control problems. We also give some
extensions to problems with states governed by the time-dependent convection diffusion equations
and additional state constraints. We finally carry out some numerical experiments to confirm our
theoretical findings.

For a convex polygonal domain Ω ⊂ Rd, d = 2 or 3, we adopt the standard notationWm,s(Ω) for
Sobolev spaces on Ω with norm ∥ · ∥m,s,Ω and seminorm | · |m,s,Ω. We denote by Hm(Ω) with norm
∥ · ∥m,Ω and seminorm | · |m,Ω for s = 2. Note that H0(Ω) = L2(Ω) and H1

0 (Ω) = {v ∈ H1(Ω); v =
0 on ∂Ω}. We denote by Lr(0, T ;Wm,s(Ω)) the Banach space of all Lr integrable functions from

[0, T ] into Wm,s(Ω) with norm ∥v∥Lr(0,T ;Wm,s(Ω)) =
( ∫ T

0
∥v∥rm,s,Ωdt

) 1
r

for 1 6 r < ∞, and the

standard modification for r = ∞. We set W (0, T ) := L2(0, T ;H1
0 (Ω)) ∩ H1(0, T ;H−1(Ω)) and

X := L2(0, T ;H2(Ω)∩H1
0 (Ω))∩H1(0, T ;L2(Ω)) ↩→ C([0, T ];H1(Ω)). In addition, c and C denote

generic positive constants.

2. Optimal control problem

Let Ω be an open bounded domain in Rd (d = 2 or 3) with boundary Γ = ∂Ω, T > 0,
ΩT = Ω× (0, T ], ΓT = ∂Ω× (0, T ]. We consider the following parabolic problem

(2.1)


yt +Ay =

m∑
i=1

ui(t)δXi in ΩT ,

y(x, t) = 0 on ΓT ,

y(x, 0) = y0(x) in Ω,

where y : ΩT → R is the state variable. The control ui(t) only depends on time and acts on finitely
many points Xi ∈ Ω, δXi represents the Dirac measure concentrated at Xi, i = 1, 2, · · · ,m and
y0 ∈ L2(Ω) is a given function.

We denote M(Ω̄) the space of the real and regular Borel measures on Ω, which can be defined
as the dual space of C(Ω̄) with its natural norm

∥µ∥M(Ω̄) = sup
{∫

Ω

vdµ : v ∈ C(Ω̄) and ∥v∥C(Ω̄) 6 1
}
.

We denote the L2-inner products on L2(Ω) and L2(ΩT ) by

(v, w) =

∫
Ω

vwdx ∀ v, w ∈ L2(Ω)

and

(v, w)ΩT
=

∫
ΩT

vwdxdt ∀ v, w ∈ L2(ΩT ),
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respectively.
The operator A is assumed to be a second order elliptic partial differential operator of the form

Ay = −
d∑

i,j=1

∂xj (aij∂xiy) + a0y,

where a0 ∈ L∞(Ω), a0(x, t) > 0 for all (x, t) ∈ ΩT , aij (1 6 i, j 6 d) is Lipschitz continuous on ΩT

and satisfies the following uniform ellipticity condition:

d∑
i,j=1

aijξiξj > c|ξ|2, c > 0, ∀ ξ ∈ Rd, x ∈ Ω.

Furthermore, ∂nnnA =
n∑

i,j=1

aij∂xjni with nnn denoting the unit outer normal to Γ. We will denote by

A∗ the adjoint operator of A:

A∗y = −
d∑

i,j=1

∂xj
(aji∂xi

y) + a0y.

Thus we can define the following bilinear forms associated with A on Ω and ΩT :

a(v, w) =

∫
Ω

(

d∑
i,j=1

aij∂xiv∂xjw + a0vw)dx ∀ v, w ∈ H1
0 (Ω)

and

a(v, w)ΩT
=

∫
ΩT

(
d∑

i,j=1

aij∂xiv∂xjw + a0vw)dxdt ∀ v, w ∈ L2(0, T ;H1
0 (Ω)).

We set U := L2(0, T ;Rm) and define the linear, bounded control operator B : U → L2(0, T ;M(Ω̄))
by

(Bu)(x, t) :=

m∑
i=1

ui(t)δXi t ∈ [0, T ], Xi ∈ Ω.(2.2)

The weak solution of problems (2.1) can be defined by transposition techniques (see Lions
and Magenes [19]). We have following results concerning existence and uniqueness, as well as on
regularity of solutions to problem (2.1).

Theorem 2.1. Problem (2.1) admits a unique solution y ∈ L2(0, T ;L2(Ω)) in the sense that

−(y, ∂tv)ΩT + (y,A∗v)ΩT = ⟨Bu, v⟩ΩT + (y0, v(·, 0))(2.3)

for any v ∈W (Ω), where

W (Ω) =
{
v ∈ X : ∂tv +A∗v ∈ L2(ΩT ) and ∂nnnA∗ v ∈ L2(ΓT ), v(·, T ) = 0

}
.

Here

⟨Bu, v⟩ΩT
=

∫
Ω̄T

Buvdxdt =

∫ T

0

m∑
i=1

ui(t)v(Xi, t)dt ∀ v ∈ L2(0, T ; C(Ω̄)).

Furthermore, there exists a positive constant C only depending on data, such that

∥y∥L2(0,T ;L2(Ω)) 6 C
(
∥u∥L2(0,T ;Rm)(

m∑
i=1

∥δXi∥M(Ω̄)) + ∥y0∥0,Ω
)
.(2.4)

Moreover, we have y ∈ L1(0, T ;W 1,s(Ω)) ∩ C(0, T ;W 1,s′(Ω)′) and ∂ty ∈ L1(0, T ;W 1,s′(Ω)′) with

∥y∥L1(0,T ;W 1,s(Ω)) 6 C
(
∥u∥L2(0,T ;Rm)(

m∑
i=1

∥δXi∥M(Ω̄)) + ∥y0∥0,Ω
)
,(2.5)
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where s ∈ [1, d
d−1 ) and s

′ is the conjugate number of s such that 1
s + 1

s′ = 1.

Proof. For the proof we refer to, e.g., [2], [13] and [23]. �

Remark 2.2. If d = 1, the function u(t) · δ(x) belongs to L2(0, T ;H−1(Ω)), this property implies
in turn that(see [12])

y ∈ L2(0, T ;H1(Ω)) ∩ C(0, T ;L2(Ω)),
∂y

∂t
∈ L2(0, T ;H−1(Ω)).

However, we will not exploit these special situations and consider the cases d = 2 or 3.

We consider the parabolic optimal control problem min
u∈Uad

J(y, u) =
1

2
∥y − yd∥2L2(ΩT ) +

α

2
∥u∥2L2(0,T ;Rm)

y be the solution of problem (2.1),
(2.6)

where yd ∈ L2(0, T ;L2(Ω)) is a given function and α > 0. The admissible control set is given by

Uad :=
{
u ∈ L2(0, T ;Rm) : ai 6 ui(t) 6 bi, i = 1, 2, · · · ,m a.e. in (0, T )

}
,(2.7)

where ai < bi are given constants.
Since the set of admissible controls is closed and convex one obtains the existence of a unique

solution u ∈ Uad to problem (2.6) by standard arguments (see [18]). Moreover, we have the
following first order optimality condition:

Theorem 2.3. Assume that u ∈ Uad is the solution of problem (2.6) and let y be the corresponding
state given by (2.3). Then there exists a unique adjoint state p ∈W (0, T ) satisfying

(2.8)


−pt +A∗p = y − yd in ΩT ,

p(x, t) = 0 on ΓT ,

p(x, T ) = 0 in Ω.

Furthermore,

m∑
i=1

∫ T

0

(αui(t) + p(Xi, t))(ṽi − ui)dt > 0 ∀ ṽ ∈ Uad.(2.9)

Let

PUad
(ui(t)) = max(ai,min(bi, ui(t))), i = 1, 2, · · · ,m

denote the pointwise projection onto the admissible set Uad. Then the optimality condition (2.9)
is equivalent to

ui(t) = PUad
(− 1

α
p(Xi, t)), i = 1, 2, · · · ,m.(2.10)

From (2.10) we deduce the regularity results summarized in the next theorem.

Theorem 2.4. Assume that u ∈ Uad is the solution of problem (2.6), y is the associated state and
p is the adjoint state, then we have

y ∈ L1(0, T ;W 1,s
0 (Ω)) ∩ L2(0, T ;L2(Ω)) ∩ C(0, T ;W 1,s′(Ω)′),

p ∈ L2(0, T ;H2(Ω) ∩H1
0 (Ω)) ∩H1(0, T ;L2(Ω)), u ∈ L∞(0, T ;Rm).

Proof. From Theorem 2.1 we have y ∈ L1(0, T ;W 1,s
0 (Ω))∩L2(0, T ;L2(Ω))∩C(0, T ;W 1,s′(Ω)′), then

standard regularity results for parabolic equation give p ∈ L2(0, T ;H2(Ω)∩H1
0 (Ω))∩H1(0, T ;L2(Ω)).

Thus, p ∈ L2(0, T ; C(Ω̄)) by an embedding theorem, so that control constraints (2.7) and property
(2.10) impliy the stated regularity for optimal control u. �
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Remark 2.5. We can only conclude that the control u belongs to L∞(0, T,Rm) for constrained
case, which is dominated by the pointwise regularity in space of the adjoint state p. It seems to be
unable to improve the results due to the loss of regularity of state y, and thus the adjoint state p,
even for the unconstrained case.

3. Finite element approximation of optimal control problem

The goal of this section is to investigate the fully discrete finite element approximation of
the state equation and thus the optimal control problems (2.6), and to derive the corresponding
stability estimates.

To define the fully discrete finite element discretization scheme to (2.6) we consider a family of
regular triangulation T h of Ω̄, such that Ω̄ = ∪τ∈T h τ̄ . Let h = max

τ
hτ , where hτ denotes the

diameter of the element τ . Moreover, we suppose that T h is quasi-uniform. Associated with T h

is a finite dimensional subspace V h of C(Ω̄), which consists of piecewise linear polynomials. We
set V h

0 = V h ∩H1
0 (Ω). Since T h is quasi-uniform, the following inverse estimates (see [4])

∥vh∥s,Ω 6 Chl−s∥vh∥l,Ω, 0 6 l 6 s 6 1,(3.1)

∥vh∥0,∞,Ω 6 Ch−
d
2 ∥vh∥0,Ω(3.2)

hold for all vh ∈ V h.
Let Qh : L2(Ω) → Vh be the L2 projection operator defined by

(3.3) (Qhv, wh) = (v, wh) ∀ wh ∈ V h

and Rh : H1
0 (Ω) → V h

0 be the Ritz projection operator given by

(3.4) a(Rhv, wh) = a(v, wh) ∀ wh ∈ V h
0 .

Then, we have the following error estimates (see, e.g., [4, 27]).

Lemma 3.1. Let Qh and Rh denote the L2 projection operator and Ritz projection operator defined
above. Then the following estimates hold:

∥v −Qhv∥−1,Ω + h∥v −Qhv∥0,Ω 6 Ch2∥v∥1,Ω,(3.5)

∥v −Rhv∥0,Ω + h∥v −Qhv∥1,Ω 6 Ch2∥v∥2,Ω.(3.6)

Moreover, we have

∥v −Rhv∥0,∞,Ω 6 Ch2−
d
2 ∥v∥2,Ω.(3.7)

Let 0 = t0 < t1 < · · · < tN−1 < tN = T be a time grid with kn = nk, n = 1, 2, · · · , N , where
k := T

N . Set In = (tn−1, tn]. For n = 1, 2, · · · , N , we construct finite element spaces V h ⊂ C(Ω̄)

associated with the mesh T h. In what follows we suppose k = O(hd) for our error analysis.
Note that the weak formulation of the state equation is given by

−(y, ∂tv)ΩT
+ (y,A∗v)ΩT

= ⟨Bu, v⟩ΩT
+ (y0, v(·, 0))

for every v ∈ W (Ω). Then we can define the fully discrete finite element approximation to the
state equation as

(3.8)

 (
ynh − yn−1

h

k
, vh) + a(ynh , vh) = ⟨Bu, vh⟩In ∀ vh ∈ V h

0 ,

y0h = yh0 , n = 1, · · · , N,

where yh0 = Qhy0(x). Here

⟨Bu, vh⟩In =
1

k

∫ tn

tn−1

(Bu, vh)dt =
1

k

∫ tn

tn−1

(

m∑
i=1

ui(t)vh(Xi))dt ∀ vh ∈ V h
0 .

For this discrete scheme we have the following stability estimates.
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Lemma 3.2. Assume that ynh ∈ V h
0 , n = 1, 2, · · · , N are the solutions of the fully discrete scheme

(3.8). Let y0 ∈ L2(Ω) and u ∈ L2(0, T ;Rm). Then there exists a constant C such that

N∑
n=1

∥ynh − yn−1
h ∥20,Ω + ka(yNh , y

N
h ) 6 C

(
∥y0∥20,Ω + ∥u∥2L2(0,T ;Rm)

)
(3.9)

and

∥yNh ∥20,Ω + k
N∑

n=1

a(ynh , y
n
h) 6 C

(
∥y0∥20,Ω + ∥u∥2L2(0,T ;Rm)

)
.(3.10)

Proof. Setting vh = k(ynh − yn−1
h ) in (3.8) we obtain

∥ynh − yn−1
h ∥20,Ω + ka(ynh , y

n
h − yn−1

h ) = k⟨Bu, ynh − yn−1
h ⟩In .

Furthermore, by Young’s inequality we have

∥ynh − yn−1
h ∥20,Ω + ka(ynh , y

n
h − yn−1

h )

6 ∥ynh − yn−1
h ∥20,Ω +

1

2
k[a(ynh , y

n
h)− a(yn−1

h , yn−1
h )]

6
m∑
i=1

∫ tn

tn−1

ui(t)(y
n
h − yn−1

h )(Xi)dt

6 Ck
1
2 ∥ynh − yn−1

h ∥0,∞,Ω∥u∥L2(tn−1,tn;Rm)

6 1

2
∥ynh − yn−1

h ∥20,Ω + C∥u∥2L2(tn−1,tn;Rm).

Here we used the inverse estimate

k
1
2 ∥ynh − yn−1

h ∥0,∞,Ω 6 Ck
1
2h−

d
2 ∥ynh − yn−1

h ∥0,Ω 6 C∥ynh − yn−1
h ∥0,Ω,

where the latter estimate follows from our assumption k = O(hd). Summation from n = 1 to N
leads to

N∑
n=1

∥ynh − yn−1
h ∥20,Ω + ka(yNh , y

N
h ) 6 Ck∥y0h∥21,Ω + C∥u∥2L2(0,T ;Rm)

6 Ck∥Qhy0∥21,Ω + C∥u∥2L2(0,T ;Rm)

6 C∥y0∥20,Ω + C∥u∥2L2(0,T ;Rm),

which implies (3.9).
By choosing vh = kynh in (3.12) and proceeding similarly as the proof of (3.9) we can obtain the

stability estimate (3.10). �

We use the variational discretization approach developed in [15] to discretize our optimal control
problem. Now we are in a position to introduce the fully discretized optimal control problem: find
(ynh , uh(t)) ∈ V h

0 × Uad satisfying

min
uh∈Uad

J(yh, uh) =
1

2
k

N∑
n=1

∥ynh − ynd ∥2 +
α

2
∥uh(t)∥2L2(0,T ;Rm)(3.11)

subject to

(3.12)

 (
ynh − yn−1

h

k
, vh) + a(ynh , vh) = ⟨Buh(t), vh⟩In ∀ vh ∈ V h

0 ,

n = 1, 2, · · · , N, y0h = yh0 in Ω,

where uh(t) =
(
u1,h(t), · · · , um,h(t)

)
and ynh = ynh(uh) denotes the solution to (3.8) with u = uh.
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Problem (3.11) admits a unique solution by standard arguments. Moreover, we have the follow-
ing discrete first order optimality conditions: there exists a unique discrete adjoint state pn−1

h ∈ V h
0

such that

(3.13)

 (
pn−1
h − pnh

k
,wh) + a(wh, p

n−1
h ) = (ynh − ynd , wh) ∀ wh ∈ V h

0 ,

pNh = 0, n = 0, · · · , N − 1

and
m∑
i=1

N∑
n=1

∫
In

(αui,h(t) + pn−1
h (Xi))(ṽi(t)− ui,h(t))dt > 0 ∀ ṽ(t) ∈ Uad.(3.14)

4. Error analysis of optimal control problems

This section is devoted to the error analysis for the finite element approximation of optimal
control problems. In the subsequent analysis we need to introduce the following two auxiliary
problems: for uh(t) ∈ Uad, find y(uh) ∈ L2(0, T ;L2(Ω)) satisfying

(4.1)


∂ty(uh) +Ay(uh) =

m∑
i=1

ui,h(t)δXi in ΩT ,

y(uh)(x, t) = 0 on ΓT ,

y(uh)(x, 0) = y0(x) in Ω

and for Yh ∈ V h
0 , find p(Yh) ∈ L2(0, T ;L2(Ω)) satisfying

(4.2)


−∂tp(Yh) +A∗p(Yh) = Yh − yd in ΩT ,

p(Yh)(x, t) = 0 on ΓT ,

p(Yh)(x, T ) = 0 in Ω,

where Yh|In = ynh , n = 1, 2, · · · , N. We also set Ph|In = pn−1
h .

Since uh(t) ∈ Uad ⊂ L2(0, T ;Rm), one concludes from Theorem 2.1 that problem (4.1) admits
a unique solution y(uh) ∈ L2(0, T ;L2(Ω)). Similarly, problem (4.2) admits a unique solution
p(Yh) ∈ L2(0, T ;H2(Ω) ∩H1

0 (Ω)) ∩H1(0, T ;L2(Ω)).
Here ynh ∈ V h

0 and pnh ∈ V h
0 , n = 1, · · · , N are the fully discrete finite element approximations

of y(uh) and p(Yh), respectively. We have

Lemma 4.1. Let y(uh) ∈ L2(0, T ;L2(Ω)) and ynh ∈ V h
0 , n = 1, · · · , N be the solutions of problem

(4.1) and (3.12), respectively. Then we have the following a priori error estimate:

∥y(uh)− Yh∥L2(0,T ;L2(Ω)) 6 C(h2−
d
2 + k

1
2 ).(4.3)

Proof. The proof follows the ideas of [13], see also [10]. For the estimate of ∥y(uh)−Yh∥L2(0,T ;L2(Ω))

we use a duality argument. Consider the dual problems
−∂tψ +A∗ψ = f in ΩT ,

ψ = 0 in ΓT ,

ψ(x, T ) = 0 in Ω.

(4.4)

Then, according to [19] for f ∈ L2(0, T ;L2(Ω)) the following stability estimates hold:

∥ψ∥L2(0,T ;H2(Ω)) + ∥∂tψ∥L2(0,T ;L2(Ω)) 6 C∥f∥L2(0,T ;L2(Ω))(4.5)

and

∥ψ(0)∥1,Ω 6 C∥f∥L2(0,T ;L2(Ω)).(4.6)

Furthermore, we have∫ T

0

∫
Ω

(y(uh)− Yh)fdxdt

7



=

∫ T

0

(y(uh)− Yh,−∂tψ +A∗ψ)dt

= (y0(x), ψ(0)) +
m∑
i=1

∫ T

0

(ui,h(t)δXi , ψ)dt−
∫ T

0

(Yh,−∂tψ +A∗ψ)dt

= (y0(x), ψ(0)) +
m∑
i=1

∫ T

0

(ui,h(t)δXi , ψ)dt−
N∑

n=1

(ynh − yn−1
h , ψn−1)

−(yh0 , ψ(0))−
N∑

n=1

∫
In

a(ynh , ψ)dt

= (y0(x)− yh0 , ψ(0)) +
m∑
i=1

∫ T

0

(ui,h(t)δXi , ψ)dt−
N∑

n=1

(ynh − yn−1
h , ψn−1)

−
N∑

n=1

∫
In

a(ynh , ψ)dt.(4.7)

From (3.12) we have

N∑
n=1

(ynh − yn−1
h , vh) +

N∑
n=1

∫
In

a(ynh , vh)dt = k
m∑
i=1

N∑
n=1

⟨ui,h(t)δXi , vh⟩In .

Setting vh = R̄hψ = 1
k

∫
In
Rhψdt leads to

N∑
n=1

(ynh − yn−1
h , R̄hψ) +

N∑
n=1

∫
In

a(ynh , R̄hψ)dt = k

m∑
i=1

N∑
n=1

⟨ui,h(t)δXi , R̄hψ⟩In .(4.8)

Substituting (4.8) into (4.7) gives∫ T

0

∫
Ω

(y(uh)− Yh)fdxdt

= (y0(x)− yh0 , ψ(0)) +
m∑
i=1

∫ T

0

(ui,h(t)δXi , ψ)dt− k
m∑
i=1

N∑
n=1

⟨ui,h(t)δXi , R̄hψ⟩In

−
N∑

n=1

(ynh − yn−1
h , ψn−1 − R̄hψ)−

N∑
n=1

∫
In

a(ynh , ψ − R̄hψ)dt

= T1 + T2 + T3.(4.9)

Now it remains to investigate the addends of T1, T2 and T3. By choosing yh0 = Qhy0, from (3.5)
we have

T1 6 ∥y0 − yh0 ∥−1,Ω∥ψ(0)∥1,Ω 6 Ch∥y0∥0,Ω∥ψ(0)∥1,Ω
6 Ch∥y0∥0,Ω∥f∥L2(0,T ;L2(Ω))

6 Ch2−
d
2 ∥y0∥0,Ω∥f∥L2(0,T ;L2(Ω)).(4.10)

For T2 we have

T2 =

m∑
i=1

∫ T

0

(ui,h(t)δXi , ψ)dt− k

m∑
i=1

N∑
n=1

⟨ui,h(t)δXi , R̄hψ⟩In

=

m∑
i=1

N∑
n=1

∫
In

ui,h(t)ψ(Xi, t)dt−
m∑
i=1

N∑
n=1

∫
In

ui,h(t)R̄hψ(Xi, t)dt

8



=

m∑
i=1

N∑
n=1

∫
In

ui,h(t)(ψ(Xi, t)dt−Rhψ(Xi, t))dt

6 ∥uh∥L2(0,T ;Rm)∥ψ −Rhψ∥L2(0,T ;L∞(Ω))

6 Ch2−
d
2 ∥uh∥L2(0,T ;Rm)∥f∥L2(0,T ;L2(Ω))(4.11)

by (4.5) and well known estimates for the Ritz projection. Since
∫
In
(ψ − ψ̄)dt = 0, there holds

|T3| =
∣∣ N∑
n=1

(ynh − yn−1
h , ψn−1 − R̄hψ) +

N∑
n=1

∫
In

a(ynh , ψ̄ − R̄hψ)dt
∣∣

=
∣∣ N∑
n=1

(ynh − yn−1
h , ψn−1 − R̄hψ) + k

N∑
n=1

a(ynh , ψ̄ − R̄hψ)
∣∣

6
N∑

n=1

∥ynh − yn−1
h ∥0,Ω∥ψn−1 − R̄hψ∥0,Ω + k

N∑
n=1

a
1
2 (ynh , y

n
h)a

1
2 (ψ̄ − R̄hψ, ψ̄ − R̄hψ).

Standard error estimates yield

∥ψn−1 − R̄hψ∥0,Ω 6 ∥ψn−1 − ψ̄∥0,Ω + ∥ψ̄ − R̄hψ∥0,Ω
6 Ck

1
2 ∥∂tψ∥L2(tn−1,tn;L2(Ω)) + Ch2∥ψ̄∥2,Ω(4.12)

and

a(ψ̄ − R̄hψ, ψ̄ − R̄hψ) 6 Ch2∥ψ̄∥22,Ω.(4.13)

It is straightforward to show that

∥ψ̄∥2,Ω 6 k−
1
2 ∥ψ∥L2(tn−1,tn;H2(Ω)).(4.14)

Utilizing (4.12)-(4.14), Lemma 3.2 and the stability estimates of ψ we get

|T3| 6
( N∑

n=1

(∥ynh − yn−1
h ∥20,Ω + ka(ynh , y

n
h))

) 1
2

( N∑
n=1

(∥ψn−1 − R̄hψ∥20,Ω + ka(ψ̄ − R̄hψ, ψ̄ − R̄hψ))
) 1

2

6
( N∑

n=1

((h4 + kh2)∥ψ̄∥22,Ω + k∥ψt∥2L2(tn−1,tn;L2(Ω)))
) 1

2

(∥y0∥0,Ω + ∥uh∥L2(0,T ;Rm))

6 C(h2−
d
2 + k

1
2 )(∥y0∥0,Ω + ∥uh∥L2(0,T ;Rm))∥f∥L2(0,T ;L2(Ω)).(4.15)

Inserting the estimates for T1, T2 and T3 into (4.9) yields∫ T

0

∫
Ω

(y(uh)− Yh)fdxdt

6 C(h2−
d
2 + k

1
2 )
(
∥y0∥0,Ω + ∥uh∥L2(0,T ;Rm)

)
∥f∥L2(0,T ;L2(Ω)).(4.16)

From the definition of ∥Yh − y(uh)∥L2(0,T ;L2(Ω)) we derive

∥Yh − y(uh)∥L2(0,T ;L2(Ω)) 6 C(h2−
d
2 + k

1
2 )
(
∥y0∥0,Ω + ∥uh∥L2(0,T ;Rm)

)
,

which completes the proof. �

Remark 4.2. In [13] error analysis for parabolic equations with measure data in space are con-
sidered, namely, problems with righthand side µ = gω with g and ω are given functions such that
g ∈ L2(0, T ; C(Ω̄)) and ω ∈ M(Ω̄). An a priori error estimate is obtained there for the fully dis-
crete finite element approximation supposing g ∈ L2(0, T ; C(Ω̄)) ∩H1(0, T ;L∞(Ω)). So we would
not expect any convergence order for the error between the solution y(u) of problem (2.3) and the
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solution Yh(u) of the auxiliary problem (3.12) in the present situation, which is usually exploited in
the error analysis for optimal control problems. Fortunately, due to the piecewise constant property
of uh(t) on each time interval In we can get error estimates for ∥Yh − y(uh)∥L2(0,T ;L2(Ω)) instead.

Now we will derive a priori error estimates between the solutions of discretized adjoint state
equation and the intermediate adjoint state equation (4.2).

Lemma 4.3. Assume that p(Yh) ∈ L2(0, T ;H2(Ω)∩H1
0 (Ω))∩H1(0, T ;L2(Ω)) and pn−1

h ∈ V h
0 , n =

1, · · · , N are the solutions of problem (4.2) and (3.13), respectively, then we have

∥p(Yh)− Ph∥L2(0,T ;L2(Ω)) 6 C(h2 + k).(4.17)

Proof. Note that Ph is the fully discrete finite element approximation of p(Yh), then it can be
proved by standard argument (see [10]) that

∥p(Yh)− Ph∥L2(0,T ;L2(Ω)) 6 C(h2 + k)(∥p(Yh)∥L2(0,T ;H2(Ω)) + ∥p(Yh)∥H1(0,T ;L2(Ω)))

6 C(h2 + k)∥Yh − yd∥L2(0,T ;L2(Ω))

6 C(h2 + k)(∥y0∥0,Ω + ∥uh∥L2(0,T ;Rm) + ∥yd∥L2(0,T ;L2(Ω))).

�
Now we are ready to formulate the main result of this paper, namely, the error estimates between

the solutions of the continuous and discretized optimal control problems.

Theorem 4.4. Let (y, p, u) ∈ L2(0, T ;L2(Ω))×L2(0, T ;H2(Ω)∩H1
0 (Ω))∩H1(0, T ;L2(Ω))×Uad

and (ynh , p
n−1
h , uh) ∈ V h

0 ×V h
0 ×Uad be the solutions of problems (2.6) and (3.11)-(3.12), respectively.

Then there exists a positive constant C such that
√
α∥u− uh∥L2(0,T ;Rm) + ∥y − Yh∥L2(0,T ;L2(Ω)) + ∥p− Ph∥L2(0,T ;L2(Ω))

6 C(h2−
d
2 + k

1
2 ).(4.18)

Proof. It follows from the continuous and discrete optimality conditions that
m∑
i=1

∫ T

0

(αui(t) + p(Xi, t))(ṽi(t)− ui(t))dt > 0 ∀ ṽ(t) ∈ Uad(4.19)

and
m∑
i=1

N∑
n=1

∫
In

(αui,h(t) + pn−1
h (Xi))(ṽi(t)− ui,h(t))dt > 0 ∀ ṽ(t) ∈ Uad.(4.20)

Choosing ṽi(t) = ui,h(t) in (4.19) as well as ṽi(t) = ui(t) in (4.20), and adding the resulting
inequalities leads to

α∥u− uh∥2L2(0,T ;Rm) = α
m∑
i=1

∫ T

0

(ui(t)− ui,h(t))
2dt

6
m∑
i=1

N∑
n=1

∫
In

(pn−1
h (Xi)− p(Xi, t))(ui(t)− ui,h(t))dt.(4.21)

Using the auxiliary variable p(Yh) we can rewrite (4.21) as follows

α∥u− uh∥2L2(0,T ;Rm) 6
m∑
i=1

N∑
n=1

∫
In

(pn−1
h (Xi)− p(Yh)(Xi, t))(ui(t)− ui,h(t))dt(4.22)

+
m∑
i=1

N∑
n=1

∫
In

(p(Yh)(Xi, t)− p(Xi, t))(ui(t)− ui,h(t))dt.

Following (2.1) and (4.1) we have

(4.23) −(y − y(uh), ∂tv)ΩT
+ (y − y(uh), A

∗v)ΩT
= ⟨B(u− uh), v⟩ΩT

.
10



Setting v = p(Yh)− p in (4.23) yields

m∑
i=1

N∑
n=1

∫
In

(p(Yh)(Xi, t)− p(Xi, t))(ui(t)− ui,h(t))dt

= ⟨(B(u− uh), p(Yh)− p⟩ΩT

= −
∫ T

0

[((y − y(uh), ∂t(p(Yh)− p)) + (y − y(uh), A
∗(p(Yh)− p))]dt

=

∫ T

0

(Yh − y, y − y(uh))dt

= −
∫ T

0

∥Yh − y∥20,Ωdt+
∫ T

0

(Yh − y, Yh − y(uh))dt

6 −1

2
∥Yh − y∥2L2(0,T ;L2(Ω)) +

1

2
∥Yh − y(uh)∥2L2(0,T ;L2(Ω)).

Using Young’s inequality gives

m∑
i=1

N∑
n=1

∫
In

(pn−1
h (Xi)− p(Yh)(Xi, t))(ui(t)− ui,h(t))dt

6 1

2
α∥u− uh∥2L2(0,T ;Rm) + C∥Ph − p(Yh)∥2L2(0,T ;L∞(Ω)).(4.24)

Therefore, we obtain

α∥u− uh∥2L2(0,T ;Rm) + ∥y − Yh∥2L2(0,T ;L2(Ω))

6 C∥Ph − p(Yh)∥2L2(0,T ;L∞(Ω)) + C∥Yh − y(uh)∥2L2(0,T ;L2(Ω)).(4.25)

It remains to estimate ∥Ph − p(Yh)∥L2(0,T ;L∞(Ω)) and ∥Yh − y(uh)∥L2(0,T ;L2(Ω)).
Firstly, by the inverse inequality and the estimate of Ritz projection we deduce

∥Ph − p(Yh)∥L2(0,T ;L∞(Ω))

6 ∥p(Yh)−Rhp(Yh)∥L2(0,T ;L∞(Ω)) + ∥Ph −Rhp(Yh)∥L2(0,T ;L∞(Ω))

6 Ch2−
d
2 ∥p(Yh)∥L2(0,T ;H2(Ω)) + Ch−

d
2 ∥Ph −Rhp(Yh)∥L2(0,T ;L2(Ω))

6 Ch2−
d
2 ∥p(Yh)∥L2(0,T ;H2(Ω)) + Ch−

d
2 (∥Ph − p(Yh)∥L2(0,T ;L2(Ω))

+∥p(Yh)−Rhp(Yh)∥L2(0,T ;L2(Ω)))

6 Ch2−
d
2 ∥p(Yh)∥L2(0,T ;H2(Ω)) + Ch−

d
2 ∥Ph − p(Yh)∥L2(0,T ;L2(Ω)).(4.26)

Thus, combining (4.26) and (4.17) leads to

∥Ph − p(Yh)∥L2(0,T ;L∞(Ω)) 6 Ch2−
d
2 + Ch−

d
2 (h2 + k),

6 Ch2−
d
2 + k

1
2 ,(4.27)

where the assumption k = O(hd) is used.
Combining (4.25), (4.27) and (4.3) we get

α∥u− uh∥2L2(0,T ;Rm) + ∥y − Yh∥2L2(0,T ;L2(Ω))

6 C(h4−d + k).(4.28)

Using (2.8) and (4.2) we obtain

(4.29) −(∂t(p− p(Yh)), v)ΩT
+ a(v, p− p(Yh))ΩT

= (y − Yh, v)ΩT
.

By the standard stability estimate we obtain

∥p− p(Yh)∥L2(0,T ;L2(Ω)) 6 C∥y − Yh∥L2(0,T ;L2(Ω)).(4.30)
11



It follows from (4.27), (4.28), (4.30) and triangle inequality that

∥p− Ph∥L2(0,T ;L2(Ω)) 6 ∥p− p(Yh)∥L2(0,T ;L2(Ω)) + ∥p(Yh)− Ph∥L2(0,T ;L2(Ω))

6 C(h2−
d
2 + k

1
2 ).(4.31)

Thus, (4.28) and (4.31) complete the proof of the theorem. �

Remark 4.5. From the proof of Theorem 4.4 we have the following error representation:
√
α∥u− uh∥L2(0,T ;Rm) + ∥y − Yh∥L2(0,T ;L2(Ω)) + ∥p− Ph∥L2(0,T ;L2(Ω))

6 C(∥Ph − p(Yh)∥L2(0,T ;L2(Ω)) + ∥Ph − p(Yh)∥L2(0,T ;L∞(Ω)) + ∥Yh − y(uh)∥L2(0,T ;L2(Ω))).

Since Yh ∈ L∞(ΩT ), if we assume that yd ∈ L∞(ΩT ) we can conclude that p(Yh) ∈ W 2,1
s (ΩT ) for

all s <∞, where W 2,1
s (ΩT ) is defined as

W 2,1
s (ΩT ) := {y ∈ Ls(0, T ;W 2,s(Ω)), yt ∈ Ls(0, T ;Ls(Ω))}.

Thus, the error estimate ∥Ph − p(Yh)∥L2(0,T ;L∞(Ω)) could be improved by using the techniques of
[14]. However, due to the reduced convergence order of ∥Yh − y(uh)∥L2(0,T ;L2(Ω)), the whole error
estimate cannot be improved.

Remark 4.6. Here we only derive a priori error estimates for the fully discrete finite element
approximation of control problems with control constraints, it seems that the results cannot be
improved for unconstrained case, since in both cases the state equation exhibits low regularity, and
thus the estimates for state equation approximation dominate in the error representation.

5. Extensions

In the above sections we investigated the fully discrete finite element approximation and corre-
sponding error analysis for optimal control of parabolic equation with pointwise control. In many
practical applications, especially in the environment science models, the governing equations in-
clude convection. In this section we will present the extension to the pointwise control problem
with transient convection diffusion equations.

The governing equation can be extended to the following transient convection diffusion problems

(5.1)


yt + Ãy =

m∑
i=1

ui(t)δXi in ΩT ,

y(x, t) = 0 on ΓT ,

y(x, 0) = y0(x) in Ω,

where the operator Ã takes the following form

Ãy = −
d∑

i,j=1

∂xj (aij∂xiy) +
d∑

i=1

βi∂xiy + ã0y,

β = (β1, β2, · · · , βd)T denotes the velocity field, ã0 > denotes the reaction coefficient. We assume

that ã0− 1
2

d∑
i=1

∂xiβi > γ0 > 0. Let Ã∗ be the adjoint operator of Ã, which can be characterized by

Ã∗y = −
d∑

i,j=1

∂xj (aji∂xiy)−
d∑

i=1

∂xi(βiy) + ã0y.

Suppose that the location Xi are given, one needs to determine the magnitude ui(t) at Xi

through some observations yd, which is called data assimilation problems in the context of inverse
12



problems. We can reformulate the inverse problem through an output least square approach and
Tikhonov regularization to the following pointwise control problem min

u∈Uad

J(y, u) =
1

2
∥y − yd∥2L2(ΩT ) +

α

2
∥u∥2L2(0,T ;Rm)

subject to (5.1)
(5.2)

with regularization parameter α > 0. By using similar arguments as in Section 2 we can prove
the existence of weak solutions to the state equation by transposition techniques, and thus the
existence and uniqueness of a solution for the optimal control problem. The fully discrete finite
element approximation as well as error estimates can be derived similarly.

Remark 5.1. In case that the state equation of optimal control problem (5.2) is diffusion dominated
we can use the discrete scheme proposed for heat equation in Section 3 for its numerical approxi-
mation, and the corresponding error estimates are also valid to this case. But if the state equation
is convection dominated we have to adopt other stable numerical methods, such as stabilized finite
element methods. A more natural choice for such kind of problems may be the characteristic finite
element method proposed in [8]. Error analysis for this scheme in the case of distributed controls
is presented in [11].

In environmental science models, such as air pollution and waste water treatment problems, the
optimal control problem (5.2) is often accompanied with state constraints in several local zones.
In the following let’s consider a mathematical model to illustrate this situation. It reads

min
u∈Uad

J(y, u) = 1
2

∫ T

0

∫
Ω
(y − yd)

2dxdt+ 1
2

m∑
i=1

∫ T

0
ui(t)

2ωi(t)dt(5.3)

subject to

(5.4)


yt + Ãy =

m∑
i=1

Ei(t)(1− ui(t))δXi in ΩT ,

y(x, t) = 0 on ΓT ,

y(x, 0) = y0(x) in Ω

and

y(x, t) 6 σj in Dj × [0, T ], j = 1, 2, · · · , Nd,(5.5)

where ωi(t) are the weight functions measuring the cost of imposing control, and Ei(t) denote the
maximum emissions of pollutants at time t. The admissible control set is Uad := {u ∈ L2(0, T ;Rm) :
0 6 ui(t) 6 1, i = 1, 2, · · · ,m a.e. in (0, T )}. Di ⊂⊂ Ω denote the observation areas, which are
supposed to be away from the pollution sources Xi, σj are given tolerances and Nd is a positive
integer, see Fig. 5.1.

In this kind of problems y denotes the concentration of pollutant resulting from the emission
source located at Xi (factory or waste water plant). One needs to control the emission of pollutant
in Xi such that the pollutant concentrations in observation area Di (school, hospital or residence)
are below the tolerance level σi. An example of this kind of problem is sketched in Figure 5.1.

Figure 5.1
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Note that the state constraints (5.5) can be treated by penalty method, i.e., we can penalize
the state constraints in the objective functional through least square approach, then problems
(5.3)-(5.5) can be analyzed in the framework of (5.2) after minor modifications.

Go back to the original state constrained problem, the existence of weak solution of the state
equation (5.1) can be obtained by transposition techniques similar to Theorem 2.1. We can also
prove the existence and uniqueness of solutions for the optimal control problems by standard
arguments.

To derive the first order optimality condition we assume the following Slater condition: there
exists a feasible control ũ ∈ Uad such that

ỹ(x, t) < σj in Dj × [0, T ], j = 1, 2, · · · , Nd,(5.6)

where ỹ is the state associated with ũ. Then we are able to derive the following first order necessary
conditions:

Theorem 5.2. Suppose that u ∈ Uad is the solution to problem (5.3) with associated state y ∈
L2(0, T ;L2(Ω)). Let M(Ω̄T ) be the space of regular Borel measures on Ω̄T . Then there exists
an adjoint state p ∈ Lq(0, T ;W 1,σ(Ω)) for all q, σ ∈ [1, 2) with 2

q + d
σ > d + 1, and a Lagrange

multiplier µ ∈ M(Ω̄T ) satisfying

(5.7)


−pt + Ã∗p = y − yd + µ|Ω×(0,T ) in ΩT ,

p(x, t) = 0 on ΓT ,

p(x, T ) = µ|Ω×{T} in Ω

in the sense of distribution, and the following relation holds
m∑
i=1

∫ T

0

(ui(t)ωi(t)− Ei(t)p(Xi, t))(ṽi − ui)dt > 0 ∀ ṽ ∈ Uad.(5.8)

Proof. The proof can be found in, e.g., [2], [14] and [23]. �
Despite the low global regularity of state y, following the ideas of [23] we can prove that the state

y is continuous in D̄j × [0, T ], j = 1, · · · , Nd, and thus the state constraints (5.5) are well defined.
Note that the state constraints (5.5) are only imposed in subdomain Dj , thus the multiplier µ

associated with state constraints is a Borel measure with support in ∪Nd
j=1D̄j× [0, T ]. This property

implies the continuity of the adjoint state p in the subdomain containing the points Xi, and thus
the optimality condition (5.8) which is associated with point value of p at Xi is also well defined.

Remark 5.3. The presence of state constraints makes the optimal control problem (5.3) more
complicated than (5.2), not only in choosing a suitable numerical approximation scheme, but also
in deriving the corresponding error analysis, which we postpone to future work.

6. Numerical Experiments

In this section we will carry out some numerical experiments to confirm our theoretical findings.
In the first two examples we consider the following parabolic optimal control problem with pointwise
control:

min
u∈Uad

J(y, u) = 1
2∥y − yd∥2L2(ΩT ) +

1
2∥u∥

2
L2(0,T )

subject to

(6.1)


yt −∆y = f + u(t) · δX in ΩT ,

y(x, t) = 0 on ΓT ,

y(x, 0) = 0 in Ω,

where we choose (Bu)(x, t) = u(t) · δX , so that m = 1 in (2.1), δX is the Dirac Delta function
which will be specified in the following examples. For ease of constructing examples we may admit
some additional regular parts f to appear in the righthand side.
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For the computation the software package AFEPack ([17]) is used. We use a preconditioned
projection algorithm (see, Section 8.2 in [21], for more details) to solve the discretized optimization
problems. In the following numerical examples, we define an error functional E and illustrate its
experimental order of convergence by

rate =
logE(h1)− logE(h2)

log h1 − log h2
,

where h denotes the mesh size of the triangulation or the time step k.

Example 6.1. The first example is a modification of the example in [13]. Let ΩT = B(0, 1)× [0, 1],
where B(0, 1) is the unit circle centered at zero with radius 1. In this example the control is
unconstrained, i.e., Uad = L2(0, T ). We take the exact solutions as

y(x, t) = − 1

2π
log |x| · t(1− t), u(t) = t(1− t),

and

p(x, t) = − cos(
π

2
|x|2) · t(1− t).

Then after simple calculation we have

f(x, t) = − 1

2π
log |x| · (1− 2t),

yd(x, t) = − 1

2π
log |x| · t(1− t)− cos(

π

2
|x|2) · (1− 2t)

+(2π sin(
π

2
|x|2) + π2|x|2 cos(π

2
|x|2)) · t(1− t)

and thus δX = δ0, where δ0 is the Dirac function at x = (0, 0).

Figure 6.1. The discrete state Yh of Example 5.1 at time t = 0.5 with 16641 Dofs.

At first, we set k = O(h2), where k is the time triangulation step and h is the mesh size of the
spatial triangulation. We see from Table 6.1 that the convergence order for control u and adjoint
state p is 2, while the convergence order for state y is only 1, which is consistent with the results
presented in [13] where finite element method for parabolic equation with measure data in space
is studied. Figure 6.1 presents discrete state Yh at time t = 0.5 with 16641 Dofs, while Figure 6.2
presents exact and discrete control with time step N = 128 and Dof = 16641.

Table 6.1. Error of control u, state y and adjoint state p for Example 6.1 with respect to space
and time.

Dof N ∥u− uh∥L2(0,T ) rate ∥y − Yh∥L2(ΩT ) rate ∥p− Ph∥L2(ΩT ) rate
25 10 0.033925322659 \ 0.004994662884 \ 0.056119454603 \
81 40 0.008714930485 1.9608 0.001986026439 1.3305 0.014588041781 1.9437
289 160 0.002187056856 1.9945 0.000917225519 1.1145 0.003679696210 1.9871
1089 640 0.000546232163 2.0014 0.000449061987 1.0304 0.000922243592 1.9964
4225 2560 0.000136261372 2.0031 0.000223315698 1.0078 0.000230721934 1.9990
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To validate the estimates developed in the previous section precisely, we show also the con-
vergence order by separating the discretization errors. To investigate the convergence order with
respect to space discretization we fixed the time discretization with N = 4096, while space dis-
cretization is fixed with Dof = 16641 to investigate convergence order with respect to time. We
can see from Table 6.2 that the convergence order w.r.t space discretization is 2 for the control and
the adjoint state, and is 1 for state. Form Table 6.3 we deduce that the convergence order w.r.t
time discretization is 1 for both control, state and adjoint state, which is better than our predicted
result of order k

1
2 .

Table 6.2. Error of control u, state y and adjoint state p for Example 6.1 with respect to space
with fixed time step N=4096.

Dof ∥u− uh∥L2(0,T ) rate ∥y − Yh∥L2(ΩT ) rate ∥p− Ph∥L2(ΩT ) rate
25 0.013548983759 \ 0.004782786173 \ 0.036175778204 \
81 0.003176540490 2.0927 0.001992216424 1.2635 0.009348190813 1.9523
289 0.000765919014 2.0522 0.000925404659 1.1062 0.002351214586 1.9913
1089 0.000198998000 1.9444 0.000450454865 1.0387 0.000592324225 1.9889
4225 0.000091303265 1.1240 0.000223313048 1.0123 0.000181355022 1.7076

Table 6.3. Error of control u, state y and adjoint state p for Example 6.1 with respect to time
with fixed Dof= 16641.

N ∥u− uh∥L2(0,T ) rate ∥y − Yh∥L2(ΩT ) rate ∥p− Ph∥L2(ΩT ) rate
4 0.067067104186 \ 0.009378517639 \ 0.120265193582 \
8 0.037073940199 0.8552 0.005357366365 0.8078 0.060640796847 0.9879
16 0.019651447523 0.9158 0.002873332814 0.8988 0.030425177713 0.9950
32 0.010144314919 0.9540 0.001492047606 0.9454 0.015253525816 0.9961
64 0.005157965519 0.9758 0.000764572991 0.9646 0.007639859295 0.9975
128 0.002601168197 0.9876 0.000395845333 0.9497 0.003822731668 0.9989
256 0.001306059354 0.9939 0.000219148203 0.8530 0.001911096709 1.0002

Example 6.2. The second example is similar to Example 6.1 but with control constraints. Let
ΩT = B(0, 1)× [0, 1]. We set a = −1 and b = −0.5 and take the exact solutions as

y(x, t) = − 1

2π
log |x| · t(exp(t)− exp(T )), u(t) = PUad

(exp(t)− exp(T )),

and

p(x, t) = − cos(
π

2
|x|2) · (exp(t)− exp(T )).

Then after simple calculation we have

f(x, t) = − 1

2π
log |x| · (t · exp(t) + exp(t)− exp(T ))

+(t(exp(t)− exp(T ))− PUad
(exp(t)− exp(T ))) · δ0,

yd(x, t) = − 1

2π
log |x| · (exp(t)− exp(T ))− cos(

π

2
|x|2) · exp(t)

+(2π sin(
π

2
|x|2) + π2|x|2 cos(π

2
|x|2)) · (exp(t)− exp(T ))

and thus δX = δ0, where δ0 is the Dirac function at x = (0, 0).
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Figure 6.2. The exact solution u versus discrete solution uh of Example 6.1 with time step
N = 128 and Dof = 16641.

Similar to Example 6.1 we investigate the convergence order with respect to space discretization
with fixed time discretization N = 4096, while space discretization is fixed with Dof = 16641 to
investigate convergence order with respect to time. We can see from Table 6.4 that the convergence
order w.r.t space discretization is 2 for control and adjoint state, and is 1 for state. Form Table
6.5 we know that the convergence order w.r.t time discretization is 1 for both control, state and
adjoint state, which is better than our predicted result of order k

1
2 . The exact solution u versus

discrete solution Uh with time step N = 128 and Dof = 16641 is shown in Figure 6.3.
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Figure 6.3. The exact solution u versus discrete solution uh of Example 6.2 with time step
N = 128 and Dof = 16641.

Table 6.4. Error of control u, state y and adjoint state p for Example 6.2 with respect to space
with fixed time step N=4096.

Dof ∥u− uh∥L2(0,T ) rate ∥y − Yh∥L2(ΩT ) rate ∥p− Ph∥L2(ΩT ) rate
25 0.029747159840 \ 0.009464085679 \ 0.216230229539 \
81 0.007338344473 2.0192 0.004159874555 1.1859 0.055650361525 1.9581
289 0.001833890291 2.0005 0.001975677926 1.0742 0.014110263603 1.9796
1089 0.000484266593 1.9210 0.000970029553 1.0262 0.003677734951 1.9399
4225 0.000155122674 1.6424 0.000482138061 1.0086 0.001114196704 1.7228
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Table 6.5. Error of control u, state y and adjoint state p for Example 6.2 with respect to time
with fixed Dof= 16641.

N ∥u− uh∥L2(0,T ) rate ∥y − Yh∥L2(ΩT ) rate ∥p− Ph∥L2(ΩT ) rate
4 0.056398954132 \ 0.012280726137 \ 0.430787997471 \
8 0.025966660812 1.1190 0.005957590608 1.0436 0.218313923232 0.9806
16 0.012875983101 1.0120 0.002798312653 1.0902 0.110397317872 0.9837
32 0.006993652675 0.8806 0.001430527113 0.9680 0.055628886472 0.9888
64 0.003798931334 0.8805 0.000725522163 0.9795 0.027973849440 0.9918
128 0.001876036589 1.0179 0.000418171820 0.7949 0.014059665905 0.9925

Example 6.3. In the third example we consider an optimal control problems with convection term
and multiple Dirac points:

min
u∈Uad

J(y, u) = α
2

∫ T

0

∫
Ω
(y − yd)

2dxdt+ 1
2

m∑
i=1

∫ T

0
ui(t)

2ωi(t)dt

subject to

(6.2)


yt −∇ · (a∇y) + b⃗ · ∇y + cy = f +

2∑
i=1

Ei(t)(1− ui(t)) · δXi in ΩT ,

y(x, t) = 0 on ΓT ,

y(x, 0) = 0 in Ω.

Let ΩT = [−4, 4]2 × [0, 0.8]. We set X1 = (−1, 0), X2 = (0,−1). We also set a = 1, b⃗ = (2, 3),
c = 1, α = 1, ω1 = 40 and ω2 = 40. E1(t) and E2(t) are assumed to be 25 and 35, respectively.
We take f and the desired state yd as

f(x, t) = πt sin(πx1) sin(πx2),

yd(x, t) = −0.05π(log |x−X1|
4 + log |x−X2|

4 ).

This example can be viewed as a model for air pollution control problem. The state y repre-
sents the concentration of pollutant, while u denotes the control action. Emax

1 and Emax
2 are the

maximum emission at points X1 and X2 where pollution sources are located. f represents the
uncontrollable emissions of some specific polluting sources. At first we consider the case without
control, which means only the state equation (6.2) with maximum emissions are solved. Then we
solve the optimization problem with control action and desired concentration yd.
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Figure 6.4. The discrete solution of Example 6.3 at time step k = 64, 128, 192 and 240(from top
to bottom). The left subplots show the solutions without control, while the right subplots show

the solutions with control action.

The discretization is based on piecewise linear finite element space with 1681 Dofs and dG(0)
in time discretization with 256 steps. The discrete solutions yh for the uncontrolled and the
controlled case on different time step are presented in Figure 6.4, we also present the profiles
of discrete controls in Figure 6.5. From Figure 6.4 we can observe that the control action can
significantly reduce the concentration of pollutant.
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Figure 6.5. The discrete solution u1,h and u2,h of Example 6.3.
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