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NIVEN’S ALGORITHM APPLIED TO THE ROOTS OF THE COMPANION
POLYNOMIAL OVER R

4 ALGEBRAS

GERHARD OPFER†

Abstract. This paper will contain an extension of Niven’s algorithm of1941, which in its original form is
designed for finding zeros of unilateral polynomialsp over quaternionsH. The extensions will cover the algebra
Hcoq of coquaternions, the algebraHnec of nectarines and the algebraHcon of conectarines. These are nondivision
algebras inR4. In addition, it is also shown that in all algebras the most difficult part of Niven’s algorithm can easily
be solved by inserting the roots of the companion polynomialc of p, with the result, that all zeros of all unilateral
polynomials over all noncommutativeR4 algebras can be found. In addition, for all four algebras themaximal
number of zeros can be given. For the three nondivision algebras besides the known types of zeros: isolated,
spherical, hyperbolic, a new type of zero will appear, whichwill be calledunexpectedzero ofp.

Key words. Zeros of polynomials over noncommutativeR4 algebras, Isolated, Spherical, Hyperbolic, Unex-
pected zeros.
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1. Introduction. This paper will contain a revival and an extension of Niven’shistorical
paper of 1941, [18]. Niven discussed in his paper the possibilities of finding the zeros of
polynomialsp with quaternionic coefficients by dividingp by a quadratic polynomialr with
real coefficients. The result of this division can be put intothe form

p(z) = q(z)r(z) +R0 +R1z,(1.1)

whereq is thequotient, andR0 +R1z is theremainder after division(for short:remainder).
If p is a polynomial of degreen ≥ 2, thenq is a polynomial of degreen− 2. The extension
mentioned refers to the possibility to apply Niven’s algorithm also to polynomials with other
coefficients than quaternionic coefficients. We will returnto the details later in this paper.

We will use the following notations:N set of positive integers,R set of real numbers,
C set of complex numbers,A one of the four algebrasH, Hcoq, Hnec, Hcon defined as
algebras inR4, where an algebra inR4 is the linear spaceR4 equipped with an associative
multiplicationR4 × R

4 → R
4. H is the field ofquaternions, discovered 1843 by Hamilton,

which explains the letterH. For Hamilton see [10]. Hcoq is the algebra ofcoquaterions,
sometimes also called algebra ofsplit quaternionsintroduced by Cockle, [2, 1849]. See
also [3]. The algebrasHnec,Hcon are the algebras ofnectarines, conectarines, respectively,
introduced by Schmeikal, [24, 2014]. The new algebrasHcoq,Hnec,Hcon belong to the class
of nondivision algebras, which means that there exist noninvertible elements whichdiffer
from the zero element. All four algebrasH, Hcoq, Hnec, Hcon are noncommutative. Algebras
in R

N , N ∈ N are often calledgeometric algebras. See [7]. For algebras in general see
Garling, [5, 2011] and also Gürlebeck and Sprössig, [9, 1997]. More details about these
algebras will be given later in this paper.

Niven’s algorithm, [18, 1941] is tailored for finding zeros of unilateral polynomials with
coefficients from the fieldH of quaternions. All polynomials to be treated in this paper will
have the unilateral form

p(z) =

n
∑

j=0

ajz
j, z, aj ∈ A, 0 ≤ j ≤ n, a0, an invertible,(1.2)
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wheren ∈ N is thedegreeof p. The existence of zeros of polynomials of a general type
with coefficients fromH is guaranteed under a very mild condition by a theorem of Eilenberg
and Niven, [4, 1944]. Already in Niven’s paper, [18, 1941], there is a theorem stating that
unilateral, quaternionic polynomials have zeros, where results by Ore, [19, 20] are used. For
polynomials with coefficients from the algebrasHcoq, Hnec, Hcon the existence of zeros
cannot be guaranteed. See [12, 13, 21]. E. g. the polynomialp(z) = z2 − (1, 2, 3, 4) has no
zeros inHcoq. The form of the algebra element(1, 2, 3, 4) is explained in (2.1).

The novelty of this paper will consist of two parts. 1. We willshow that the roots of
the realcompanion polynomialc (to be introduced in a later part of this paper as a com-
panion polynomial ofp) will serve to solve the most difficult part of Niven’s algorithm and
2. we will show that Niven’s algorithm can be extended to the algebrasHcoq, Hnec, and
Hcon. In the course of this extension we will see, that a new type ofzeros arises, which will
be calledunexpectedzeros ofp.

That the roots of the companion polynomial serve as a tool to find all zeros of a given
polynomial with coefficients fromH was shown in [15, 2010], and for coefficients from
Hcoq,Hnec,Hcon was shown in [11, 2016]. However, in the context of [11, 15] Niven’s
algorithm was not used.

2. Preliminaries. This part serves as an introduction into some technical parts which are
needed for the understanding. In particular, we will present the corresponding multiplication
tables for the new algebras. For simplicity we will denote the elements fromA by

a = (a1, a2, a3, a4), aj ∈ R, 1 ≤ j ≤ 4.(2.1)

The four units inA will be denoted by

1 := (1, 0, 0, 0), i := (0, 1, 0, 0), j = (0, 0, 1, 0), k = (0, 0, 0, 1).

With this notation it is also possible to write

a = a1 + a2i+ a3j+ a4k,

however, in most cases we will prefer the shorter notation given in (2.1). The first component
a1 of a will be calledreal part of a in the notationa1 = ℜ(a). We will identify (a1, 0, 0, 0)
with R. Thus, a real element ofA will have the form(a1, 0, 0, 0). The second component,
a2 will be called imaginary partwith the notationa2 = ℑ(a), the third componenta3 will
be calledj-part with the notationa3 = ℑ3(a), and the fourth componenta4 will be called
k-part with the notationa4 = ℑ4(a).

LEMMA 2.1. In all four algebrasA, the real elements are the only elements which
commute with all algebra elements.

Proof. [11].
In a general, noncommutative algebraG, the set of elements which commutes with all

elements ofG is calledcenterof G and denoted byCG. Thus, Lemma2.1 could be written
asCA = R.

The process of conjugation plays an important role. Fora = (a1, a2, a3, a4) ∈ A we
define theconjugateof a in the notationa or conj(a) by

a = conj(a) = (a1,−a2,−a3,−a4).(2.2)

An important new function is

abs2(a) = aa(2.3)
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implying abs2(1) = 1 · 1 = 1. In the following lemma several properties ofconj(a) and of
abs2(a) are collected.

LEMMA 2.2. Leta, b ∈ A. Then
1. ℜ(ab) = ℜ(ba),
2. ab = b a, a+ a = 2ℜ(a),
3. abs2(a) = aa = aa ∈ R, ℜ(a) = ℜ(a), abs2(a) = abs2(a),
4. a is invertible if and only ifabs2(a) 6= 0.
5. Letabs2(a) 6= 0. Then

a−1 =
a

abs2(a)
.(2.4)

6. The functionabs2 : A → R defined in (2.3) is multiplicative, which means

abs2(ab) = abs2(ba) = abs2(a)abs2(b).(2.5)

For invertiblea (2.5) implies

1 = abs2(aa
−1) = abs2(a)abs2(a

−1).(2.6)

7. For abs2 there are the following formulas.

abs2(a) =















a21 + a22 + a23 + a24 for a ∈ H,
a21 + a22 − a23 − a24 for a ∈ Hcoq,
a21 − a22 + a23 − a24 for a ∈ Hnec,
a21 − a22 − a23 + a24 for a ∈ Hcon.

(2.7)

Proof. See [13].
Thus, inH we haveabs2(a) = ||a||2 where|| · || is the euclidean norm inR4.

For completeness we present the multiplication rules forH, Hcoq, Hnec, Hcon in Ta-
ble2.3.

TABLE 2.3. The multiplication tables forH, Hcoq, Hnec, Hcon.

H 1 i j k

1 1 i j k

i i −1 k −j

j j −k −1 i

k k j −i −1

Hcoq 1 i j k

1 1 i j k

i i −1 k −j

j j −k 1 −i

k k j i 1

(2.8)

Hnec 1 i j k

1 1 i j k

i i 1 k j

j j −k −1 i

k k −j −i 1

Hcon 1 i j k

1 1 i j k

i i 1 k j

j j −k 1 −i

k k −j i −1

(2.9)

For all algebrasA the realsR are a subalgebra ofA. However,C is a subalgebra only of
H and ofHcoq.

EXAMPLE 2.4. Let

p(z) = z2 + 1, z ∈ H or z ∈ Hcoq.
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Apparently,p(±i) = 0 in H and inHcoq. See Table2.3. Let p(z0) = 0 for nonrealz0 and let
h be an invertible element inH or inHcoq. We multiply equationp(z0) = 0 by h−1 from the
left and byh from the right. This yields

h−1p(z0)h = h−1z20h+ 1 = (h−1z0h)
2 + 1 = p(h−1z0h) = 0.

The equality1 = h−11h follows from Lemma2.1. Thus, not onlyz0 but alsoh−1z0h for all
invertibleh are zeros ofp, and, therefore, the number of zeros ofp is infinite.

DEFINITION 2.5. Two elementsa, b ∈ A will be calledsimilar, denoted bya ∼ b, if
there is an invertibleh ∈ A such that

a = h−1bh.(2.10)

The set of elements which are similar to a fixed elementa ∈ A is called thesimilarity class
of a and denoted by[a].

Similarity is an equivalence relation. The number of elements of a similarity class[a] is
either one or infinite. It is one if and only ifa ∈ R. If a ∼ b in any of the four algebrasA,
the transformationh ∈ A which defines the similarity can be computed by a method given
in [11]. In Example2.4 [z0] is a similarity class which consists only of zeros ofp.

LEMMA 2.6. Leta, b ∈ A and leta ∼ b. Then,

ℜ(a) = ℜ(b), abs2(a) = abs2(b).(2.11)

Proof. Apply Lemma2.2part1 and formula (2.5) to a = h−1bh.
THEOREM 2.7. Let a, b ∈ H. Then (2.11) is a necessary and sufficient condition for

a ∼ b. LetA 6= H, then (2.11) is a necessary and sufficient condition fora ∼ b under the
restrictiona, b /∈ R.

Proof. See [15]. Compare also with [23].
DEFINITION 2.8. InHcoq,Hnec,Hcon two elementsa, b ∈ A will be calledquasi similar

denoted bya
q∼ b, if (2.11) is valid. The set of elements which are quasi similar to a fixed a

is called thequasi similarity classof a and denoted by[a]q.
Quasi similarity is an equivalence relation. InH similarity and quasi similarity is the

same. Thus, if we, occasionally, use the term quasi similarity also forH, similarity is meant.
In general, similarity implies quasi similarity and

[a] ⊂ [a]q for all a ∈ A, [a] = [a]q if a /∈ R andA 6= H.

In Hcoq the two elementsa = (a1, 0, 0, 0), b = (a1, a2, a3, a4) with abs2(b) = a21 are quasi
similar, but not similar. Two real elements are similar if and only if they are identical. Or, in
other words, a real and a nonreal element can never be similar.

DEFINITION 2.9. Letz0 be a zero of the polynomialp. If in the quasi similarity class
[z0]q there is no other zero, then the zeroz0 is called anisolated zeroof p. If all elements of
[z0]q are zeros ofp then forA = H the zeroz0 is calledspherical. ForA 6= H the zero is
calledhyperbolic.

As we have seen, it may happen that all elements of a similarity class contain zeros of a
given polynomial, therefore, we cannot count zeros piece bypiece.

DEFINITION 2.10. Letp be a polynomial over one of the algebrasA. Let there beκ
quasi similarity classes, which contain at least one zero ofp. Then we say that thenumber of
zeros ofp is κ.

LEMMA 2.11. Let a ∈ A, whereA is any of the four algebrasH,Hcoq,Hnec,Hcon.
Then

a ∼ a.(2.12)
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Proof. If a ∈ R, thena = a and (2.12) is valid. Leta /∈ R. Then,a /∈ R. The remaining
part follows from Lemma2.2, part3 and Theorem2.7.

From Lemma2.11we learn thati and−i are similar in all algebras. This implies that
according to Definition2.10, p of Example2.4 has one zero. Similarity for quaternionic
matrices was already considered by Wolf, [26, 1936] and early contributions to quaternionic
matrices can be found in Brenner, [1, 1951]. and Lee, [17, 1949].

For more details related to this section see [13].

3. The companion polynomial. Let p be a polynomial of degreen given as in (1.2),
namely

p(z) =
n
∑

j=0

ajz
j, z, aj ∈ A, 0 ≤ j ≤ n, a0, an invertible.(3.1)

The introduction of thecompanion polynomialof p serves as a means to find all similarity
classes or quasi similarity classes which contain zeros of the polynomialp. The companion
polynomial ofp, denoted byc, will be a real polynomial of degree2n. It is defined by

c(z) =

n
∑

j,k=0

ajakz
j+k =

2n
∑

ℓ=0

bℓz
ℓ, bℓ =

min(ℓ,n)
∑

j=max(0,ℓ−n)

ajaℓ−j ∈ R, 0 ≤ ℓ ≤ 2n.(3.2)

For the quadratic casen = 2, the coefficients of the companion polynomialc in all noncom-
mutativeR4 algebras are

b0 = abs2(a0),

b1 = a0a1 + a1a0 = 2ℜ(a0a1),
b2 = a0a2 + abs2(a1) + a2a0 = 2ℜ(a0a2) + abs2(a1),(3.3)

b3 = a1a2 + a2a1 = 2ℜ(a1a2),
b4 = abs2(a2).

We will call the solutions ofc(z) = 0 rootsof c and will keep the namezerosfor the solutions
of p(z) = 0. The companion polynomialc has an even number (including zero) of real and an
even number (including zero) of complex roots. The namecompanion polynomialhas been
introduced in a paper by Janovská and Opfer, [15, 2010]. It was introduced already by Niven,
1941, [18] without a specific name and also used by Pogorui and Shapiro,2004, [22] under
the namebasic polynomial.

The essential property of the companion polynomial is that it defines by its roots sim-
ilarity classes or quasi similarity classes which may contain zeros ofp. And outside these
similarity classes there are no zeros ofp. See [15, 13].

Let c be the companion polynomial forp, wherec has degree2n. Let the roots ofc be

ρ1, ρ2, . . . , ρ2κ, ζ1, ζ2, . . . , ζn−κ, ζ1, ζ2, . . . , ζn−κ,(3.4)

whereρj , j = 1, 2, . . . , 2κ are the real roots, andζj , j = 1, 2, . . . , n − κ are the complex
roots with positive imaginary part of the companion polynomial c. If κ = n, all roots are real,
and ifκ = 0, all roots are complex and the number of complex roots with positive real part
is n. The existence of one real root implies the existence of another real root.
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4. Niven’s algorithm. We will give a short introduction of Niven’s algorithm, [18,
1941] for determining the zeros of unilateral quaternionicpolynomialsp over the field of
quaternionsH with n ≥ 2, wheren is the degree ofp. For the form of the polynomialp see
(1.2) with A = H. Let

r(z) = z2 − 2uz + v, u, v ∈ R, z ∈ H(4.1)

be a quadratic polynomial with real coefficientsu, v and with a quaternionic variablez. In-
stead ofr(z) we also writer(z;u, v) if we want to stress the dependence ofr on u, v. We
note thatr defined in (4.1) vanishes foru = ℜ(z), v = ||z||2. And r remains zero if
u = ℜ(z0), v = ||z0||2 for all z0 ∈ [z]. See (2.11) in Lemma2.6. Thus, instead of inserting
u = ℜ(z), v = ||z||2, it is sufficient to insertu = ℜ(z0), v = ||z0||2, wherez0 is sim-
ilar or quasi similar toz. Then, Niven in 1941, [18, p. 655] writes (with slightly different
terminology)

p(z) = q(z)r(z;u, v) +R0(u, v) +R1(u, v)z,(4.2)

whereR0(u, v) + R1(u, v)z is called theremainder after division, for shortremainderof p.
In order to find the representation (4.2) let q be defined by

q(z) =

n−2
∑

j=0

bjz
j , z, bj ∈ H, 0 ≤ j ≤ n− 2, b0 6= 0, bn−2 6= 0,(4.3)

and letu, v ∈ R. Comparing the two sides of (4.2) yields

bn−2 = an.(4.4)

If n > 2 :(4.5)

bn−3 = an−1 + 2ubn−2,

bn−k−1 = an−k+1 + 2ubn−k − vbn−k+1,

k = 3, 4, 5, . . . , n− 1.

The last loop is empty forn = 3. By this recursion, allbk, k = n − 2, n − 3, . . . , 1, 0 are
determined uniquely, in this order. For the remainder termswe obtain

R0 = a0 − vb0, R1 =

{

a1 + 2ub0 for n = 2,
a1 + 2ub0 − vb1 for n > 2.

(4.6)

Actually, we only need the remainder termsR0, R1, most of the coefficients ofq are not
needed. LetR1 6= 0. Then the vanishing of the remainder can be expressed by

z = −R−1
1 R0 = − R1

||R1||2
R0.(4.7)

If R1 = 0 the vanishing of the remainder impliesR0 = 0, and in this casep(z0) = 0 for all
z0 ∈ [z].

LEMMA 4.1. For the space of quaternionsH there is the equivalence

p(z) = q(z)r(z;u, v) +R0(u, v) +R1(u, v)z = 0 ⇔ R0(u, v) +R1(u, v)z = 0.(4.8)

Proof. Niven, [18, p. 655].
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It follows from (4.7) that

z = −R0R
−1
1 = −R0

R1

||R1||2

and

2u := 2ℜ(z) = z + z = − 1

||R1||2
(R1R0 +R0R1),(4.9)

v := ||z||2 = zz =
||R0||2
||R1||2

.(4.10)

Equations (4.9), (4.10) require, therefore, to findu, v ∈ R such that

U
(u

v

)

:= 2u||R1||2 +R1R0 +R0R1 = 0,(4.11)

V
(u

v

)

:= ||R1||2v − ||R0||2 = 0.(4.12)

Niven writes ([18, p. 654]) with respect to these two equation: “... we give a method for
obtaining the roots of [the quaternionic polynomial in question], which is not very practical
in the sense that it involves the simultaneous solving of tworeal equations...”.

In Section5 and in Section6 we will show how to circumvent the described difficulties.
ForA = H the real roots ofc directly define real zeros ofp and the (nonreal) complex roots
ζ = a + bi define a similarity class which contains a zero ofp. Thus, we apply Niven’s
algorithm withu = ℜ(ζ) = a, v = abs2(ζ) = ||ζ||2 = a2 + b2 and obtain a zero ofp.

For the nondivision algebrasHcoq, Hnec, Hcon the matter is a little more complicated.
But also in this case the roots of the companion polynomial define real quantitiesu, v which
may lead to a zero ofp.

5. Niven’s algorithm in H applied to the roots of the companion polynomial.In this
section onlyA = H is admitted. Given is the polynomialp defined in (1.2) with A = H, and
with degreen ≥ 2. Let

ρ1, ρ2, · · · , ρ2κ, ζ1, ζ2, · · · , ζn−κ,(5.1)

be the roots of the companion polynomialc, whereρj , 1 ≤ j ≤ 2κ are the real roots and
ζj , 1 ≤ j ≤ n − κ are the complex roots with positive imaginary parts. The complex roots
with negative imaginary parts are omitted because they do not create new similarity classes.
See Lemma2.11. For the real roots no algorithm is necessary. There is the following result:

THEOREM 5.1. The real rootsρ of c appear always as double roots andρ is a zero ofp.
Proof. See [15]. A simple argument isc(z) = p(z)p(z) for z ∈ R.

THEOREM 5.2. Let ζ be a complex (nonreal) root of the companion polynomialc of p.
Then the similarity class[ζ] contains a zero ofp.

Proof. See [15].

THEOREM 5.3. Letζ = a+ bi, b > 0 be a complex root of the companion polynomialc.
Apply Niven’s algorithm tou = a, v = a2+b2. If the remainder termR1 of Niven’s algorithm
is invertible, then

z = −R−1
1 R0

is an isolated zero ofp. If R1 = 0, ζ is a spherical zero ofp.
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Proof. One has to show thatz andζ are similar. Now,ℜ(ζ) = u, ||ζ||2 = u2 + v2.
The quadratic polynomialr(z) = z2 − 2uz + u2 + v2 also vanishes atz, which implies
ℜ(z) = ℜ(ζ) = u, ||z||2 = ||ζ||2 = u2 + v2. Thus,z andζ are similar. IfR1 = 0, then
r(z) = 0 for all z ∈ [ζ], which impliesp(z) = 0.

EXAMPLE 5.4. Let the quaternionic polynomial

p(z) = z6 + jz5 + iz4 − z2 − jz − i.(5.2)

be given. This is Example 3.8 of [15, p. 251]. The 12 roots of the companion polynomialc
are

ρ1 = 1, ρ2 = 1, ρ3 = −1, ρ4 = −1, ζ1 = i, ζ2 = i, ζ3 = (1 +
√
3 i)/2, ζ4 = (−1 +

√
3 i)/2,

where the four complex roots with negative imaginary part are not needed and therefore are
not listed. According to Theorem5.1 the four real rootsρ1 to ρ4 of c define two real zeros
1,−1 of p. In order to compute the remaining zeros we have to compute the corresponding
remaindersR0, R1 for ζ1 to ζ4, which are contained in Table5.5, and apply Theorem5.3.

TABLE 5.5. Zeros ofp, wherep is defined in (5.2).

root of c zero ofp type of zero R0 R1

ρ1 = ρ2 = 1 1 real not needed not needed
ρ3 = ρ4 = −1 −1 real not needed not needed

ζ1 = ζ2 = i i spherical 0 0

ζ3 = (1 +
√
3 i)/2 0.5(1,−1,−1,−1) isolated (2,−1, 1, 0) (−1,−1,−2, 0)

ζ4 = (−1 +
√
3 i)/2 0.5(−1, 1,−1,−1) isolated (2,−1− 1, 0) (1, 1,−2, 0)

There are altogether 5 zeros. All possible types of zeros appear in this example.
We end this section with a more detailed example of a quaternionic polynomialp of

degree 4.
EXAMPLE 5.6. We use example 7.6 of [11] as a polynomial overH. In [11] it is used as

a polynomial overHcoq. This polynomial is

p(z) = z4 +
1

6

(

(6, 4, 11,−1)z3 + (−8, 12,−2, 2)z2 + (2, 2,−12, 8)z + (3,−7, 4,−8)
)

.(5.3)

The companion polynomialc of p is

c(z) = z8 + 2z7 +
13

6
z6 − 2

3
z5 +

1

3
z4 + 5z3 − 4

3
z2 − 20

3
z +

23

6
.

It has only complex roots. The four roots with positive imaginary part are given in Table5.7.
TABLE 5.7. Roots with positive imaginary part of the companion polynomialc.

ζ1 = −1.003718721498504+ 1.540059403619789 i,
ζ2 = −1.266027996825196+ 0.444261903953548 i,
ζ3 = 0.611025310795246+ 0.992525881224344 i,
ζ4 = 0.658721407528452+ 0.173064784357881 i.

The next step is to find the coefficientsu, v of the quadratic polynomialr which are defined
in (6.1). In the current case we have

uj = ℜ(ζj), vj = (ℜ(ζj))2 + (ℑ(ζj))2, j = 1, 2, 3, 4.

Since these values are easy to calculate, we omit the numerical values ofuj, vj . Now we can
compute the remainder termsR0, R1 using (4.4) to (4.6). They are given in Tables5.8, 5.9.
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TABLE 5.8. Values ofR0 belonging touj, vj , j = 1, 2, 3, 4.

(9.590815703078643, −3.402734251027647, 14.229680534632516, −3.590344969380023),
(−0.842446669610599, −1.728260471738801, 9.623424283007916, −2.693097822106674),
(0.467851436993603, −4.990323339998328, −1.924041778888646, −1.509468794444240),

(−0.082568325300301, −2.501807973223255, −0.299090937824172, −1.386102433628440).

TABLE 5.9. Values ofR1 belonging touj, vj , j = 1, 2, 3, 4.

(9.138108497227318, −3.247827653339322, −0.138140962533935, 0.555759044170659),
(1.203122049821211, −1.656703969346634, 7.297724047257375, −0.279204002372001),

(−2.656312182428501, 2.867400020779066, −2.159945235468775, 1.718192179463977),
(0.912928087493344, 3.816079135863114, −0.107532130875048, 1.560515895248309).

We find, that all four remainder termsR1 are invertible and by applying (6.2) we obtain the
four zeros ofp.

TABLE 5.10. The four zeroszj , j = 1, 2, 3, 4 of p derived from (6.2) in Theorem6.1.

z1 = (−1.003718721498503, −0.079115849118361, −1.535357907798967, −0.090552438151575),
z2 = (−1.266027996825196, −0.234526677155184, −0.377305663619825, 0.002512609675671),
z3 = (0.611025310795246, −0.233586955372734, −0.452816554678455, −0.851764008977247),
z4 = (0.658721407528453, 0.144858931809357, 0.093444124119135, −0.015346176315263).

Let εj =
||p(zj)||
||zj||

be the relative error of the zerozj . Thenεj < 10−14 for all j = 1, 2, 3, 4.

The norm|| · || is the euclidean norm inR4.
The previous example of a quaternionic polynomial of degree4 has four zeros. This is

not by chance. Ifp has degreen, the real companion polynomialc has degree2n. There
are2n1 real double roots and2n2 complex roots which always appear as pairs of complex
conjugate roots and2(n1 + n2) = 2n. Altogether these roots define at mostn zeros ofp.
This is in coincidence with a result of Gordon and Motzkin, [8, 1965], that a quaternionic
polynomial of degreen has at mostn zeros.

6. Niven’s algorithm in Hcoq applied to the roots of the companion polynomial.
Let the polynomialp be defined as in (1.2) have coefficients from the algebra of coquater-
nionsHcoq. It will be shown, that the use of the roots of the companion polynomial c of p
together with an application of Niven’s method will lead to all zeros ofp.

However, there is a principal difference between the space of quaternionsH and the
spacesHcoq,Hnec,Hcon. For H there is formula (4.8) in Lemma4.1, which reduces the
problem of zero finding ofp to finding a vanishing remainder. There is the phenomenon
that the remainder termR1 may be not zero but noninvertible. In this case one has to solve
R0 + R1z = 0 which may have no solution or various types of solutions. ForR1 = 0 one
has to check whether there is a hyperbolic solution.

We will denote the roots of the companion polynomial in the same way as in (5.1), which
means that we delete the complex roots with negative imaginary part. This is a consequence
of Lemma2.11. We have to distinguish between (nonreal) complex and real roots of the com-
panion polynomialc. Each complex root will - essentially - define one zero ofp. However,
an individual real root ofc is not good enough to define a zero ofp. We start with the simplest
case.

THEOREM 6.1. Letp be the polynomial defined by (1.2) with coefficients fromHcoq. Let
c be the companion polynomial ofp and assume that there exists a nonreal, complex, root
ζ = a+ bi, b > 0 of c. Define the quadratic polynomialr defined in (4.1) but overHcoq by

u = ℜ(ζ) = a, v = abs2(ζ) = a2 + b2,(6.1)
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and computeR0, R1 by Niven’s algorithm (formulas (4.4) to (4.6)). If R1 is invertible, then

z := −R−1
1 (u, v)R0(u, v)(6.2)

is an isolated zero ofp. If R1 = 0, then,ζ may be a hyperbolic zero ofp.
Proof. The main argument is, that the rootζ as a root of the companion polynomialc has

the property that the similarity class[ζ] in A may contain a zero ofp. One has to show thatz
andζ are similar. Now, by defintion (6.1) and by (4.9), (4.10) we haveℜ(ζ) = a = u = ℜ(z)
andabs2(ζ) = a2 + b2 = v = abs2(z). This shows the similarity ofζ andz. In order to
show thatr(z) = 0 we use the connection betweenu, v andR0, R1 given in (4.9), (4.10) and
use the inversion formula (2.4) which is valid in all four algebras ofA. We have (deleting the
arguments ofR1 and ofR0)

r(z) = (R−1
1 R0)

2 + 2uR−1
1 R0 + v(6.3)

=
R1R0R1R0

(abs2(R1))2
+ 2u

R1R0

abs2(R1)
+ v

=
R1R0R1R0

(abs2(R1))2
− R1R0 +R0R1

abs2(R1)

R1R0

abs2(R1)
+

abs2(R0)

abs2(R1)

= − R0R1R1R0

(abs2(R1))2
+

abs2(R0)

abs2(R1)
= 0.

For invertibleR1, formula (6.2) implies that the remainder vanishes and thatr(z) = 0.
Altogether, an invertibleR1 impliesp(z) = 0. The termmay be a hyperboiic zeromeans that
eitherζ is a hyperbolic zero, or it is not a zero at all. This has to be checked separately.

It should be noted, that formula (6.3) is valid in all algebras. Thus, in all algebras an
invertibleR1 generates an isolated zero ofp. The above Theorem6.1does not cover the case
of real roots of the companion polynomialc. And it also does not cover the case thatR1 is
noninvertible butR1 6= 0.

THEOREM 6.2. Let p be the polynomial defined by (1.2) overHcoq. Let c be the com-
panion polynomial ofp and assume that there exists a pair of real rootsρ1, ρ2 of c. Define

a =
1

2
(ρ1 + ρ2), b =

1

2

∣

∣ρ1 − ρ2
∣

∣, ζ = a+ bj.(6.4)

Put

u = ℜ(ζ) = a, v = abs2(ζ) = a2 − b2.(6.5)

With these constants apply Niven’s algorithm to computeR0, R1. If R1 is invertible,z with
the same formula as in (6.2) is an isolated zero ofp. If R1 = 0, thenζ may be a hyperbolic
zero ofp.

Proof. Since the number of real roots is even (see (3.4)), the existence of one real root
implies the existence of another second real root. Thatζ is similar toz has been shown in
[11] where also the use of (6.5) is justified. For the termmay be a hyperbolic zerosee the
proof of Theorem6.1.

We present an example which shows the effect of the two possibilities of R1 being non-
invertible. IfR1 6= 0 but nevertheless noninvertible we may encounter a new type of zero of
p which we have calledunexpectedzero ofp. This is a type of zero which does not exist for
quaternionic polynomials.
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EXAMPLE 6.3. Let

p(z) = z2 − 2az + a2, a ∈ Hcoq\R.(6.6)

Clearly,p(a) = 0. Let a = (a1, a2, a3, a4) andabs2(a)− a21 = 0. This means, thata
q∼ a1.

Let α ∈ R be arbitrary andA := (a1, αa2, αa3, αa4). Thus,A
q∼ a1. Now, we use the

identity

r(z) = z2 − 2ℜ(z)z + abs2(z) = 0, z ∈ A,(6.7)

valid in all algebras ofA in order to show that

p(A) = A2 − 2aA+ a2

= 2ℜ(A)A− abs2(A)− 2aA+ 2ℜ(a)a− abs2(a)

= 2a1A− a21 − 2aA+ 2a1a− a21

= 2(a1 − a)A+ 2a1a− 2a21

= 2(a1 − a)A+ 2a1(a− a1)

= 2(a− a1)(a1 −A)

= −2α(0, a2, a3, a4)
2 = 0.

The last equation also follows from (6.7) sinceℜ(0, a2, a3, a4) = abs2(0, a2, a3, a4) = 0.
Let B = (a1, a2, a4, a3), (note the change of the enumeration of the indices in comparison
to a) thenB

q∼ a1 in Hcoq. However,B is in general not a zero ofp. Thus,A is not a
hyperbolic zero. The companion polynomial in this example is

c(z) = (z − a1)
4.

If we computeR0, R1 from (4.6) using (6.4) and (6.5) we obtainu = a1, v = a21 and

R0 = (0, 2a1a2, 2a1a3, 2a1a4), R1 = (0,−2a2,−2a3,−2a4),

which meansR0 = −a1R1 or R0 + a1R1 = 0 or in other words,R0 andR1 are linearly
dependent as vectors inR4.

Why does this example not work inH? If A = H, then the requirementabs2(a)−a21 = 0
impliesa ∈ R which was excluded in (6.6). The zeros of the type ofA belongs to the type
of unexpected zeros. How can we recognize unexpected zeros? According to the previous
theorems a necessary condition is that the quantityR1 of Niven’s algorithm is not invertible
and distinct from the zero element. In order to find all unexpected zeros one has to consider
all solutions ofR0 + R1z = 0. A solution technique is described in [14] where it is shown,
that the equationR0 +R1z = 0 is equivalent to a real, linear4× 4 system.

THEOREM 6.4. Letζ = a+ bi be a nonreal, complex zero of the companion polynomial
or let ζ = a+ bj, where the construction is described in formula (6.4) of Theorem6.2. Define
in the first caseu = a, v = a2 + b2 and in the second caseu = a, v = a2 − b2. Assume
in both cases thatb > 0. With the quantitiesu, v computeR0, R1 by Niven’s algorithm and
assume thatR1 6= 0 but noninvertible. Let there be a real constantγ such that

R0 + γR1 = 0.

Then, for allα ∈ R

z0 = αR1 + γ
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is a zero ofp, providedz0 is quasi similar toζ.
Proof. We show, that the remainderR0 +R1z0 vanishes:

R0 +R1z0 = −γR1 +R1(αR1 + γ) = α abs2(R1) = 0.

Theorem6.2has the following important consequence.
COROLLARY 6.5. The maximal number of zeros of a coquaternionic polynomial of

degreen is
(

2n
2

)

= n(2n− 1).
Proof. The maximum number of real pairs out of2n real numbers is

(

2n
2

)

. For more
details see [11].

That a real double root can generate an unexpected zero can beseen in Example6.6.
EXAMPLE 6.6. Let

p(z) = z3 − (2a+ 1)z2 + (a2 + 2a)z − a2.(6.8)

It is easy to see that in all algebrasp(1) = p(a) = 0. Fora = (−5, 10, 8, 6) ∈ Hcoq, which
impliesabs2(a) = a21 = 25, the companion polynomialc is

c(z) = z6 + 18z5 + 111z4 + 220z3 − 225z2 − 750z + 625.

The 6 roots of the companion polynomialc are1, 1,−5,−5,−5,−5. There are 15 pairs of
real roots, but only 3 of them are distinct:(1, 1), (1,−5), (−5,−5). The zeros which belong
to these pairs are listed in Table6.7.

TABLE 6.7. Zeros ofp, wherep is defined in (6.8) with a = (−5, 10, 8, 6) ∈ Hcoq.

real pairs of zeros ofp
roots ofc α ∈ R type of zero R0 R1

(1, 1) 1 real (−36, 120, 96, 72) (36,−120,−96,−72)
(1,−5) (−2, 0, 3, 0) hyperbolic 0 0

(−5,−5) (−5, 10α, 8α, 6α) unexpected (0, 600, 480, 360) (0, 120, 96, 72)

To find polynomialsp with zeros different from isolated zeros requires a specialconstruc-
tion of p. If we generate polynomialsp with integer, but random coefficients, the resulting
zeros are almost always isolated. This is the outcome of manynumerical experiments.

7. Niven’s algorithm in Hnec and in Hcon applied to the roots of the companion
polynomial. The construction proposed for coquaternions also works in the spacesHnec and
in Hcon. Apart from adapting the algebraic rules almost no changes are needed. Neverthe-
less, if we use the same polynomial for, sayHcoq andHnec the results will be different. If
we choose Example6.6 with the samea = (−5, 10, 8, 6) ∈ Hnec, then thisa will not have
the propertyabs2(a) = a21 in Hnec, and we cannot expect an unexpected zero. The corre-
sponding companion polynomial isc(z) = (z3 + 9z2 − 57z + 47)2. It has three real double
roots,1, (6

√
2− 5),−(6

√
2 + 5) and the 15 real pairs generate only two different zeros ofp:

1 anda.
Serôdio, Pereira, and Vitória, [25] have proposed an algorithm for finding the zeros of

quaternionic polynomials, also based in Niven’s algorithm. They define a quaternionic com-
panion matrix and use the eigenvalues of this matrix as entries in Niven’s algorithm. In [11],
the authors Janovská and Opfer conjecture that these eigenvalues coincide with the roots of
the companion polynomial. A variation of this algorithm, also applicable only for quater-
nions which involves also eigenvectors of the companion matrix has been proposed by De
Leo, Ducati, and Leonordi, [6]. A survey on eigenvalue problems for quaternionic matrices
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has been presented by Zhang, [27]. A different approach for finding zeros for quaternionic
polynomials has been chosen by Kalantari, [16].

If we have a look at the two Theorems6.1, 6.2 we see, that a distinction between the
various algebras has not to be made. By the two definitions (6.1), (6.5) of the quadratic
polynomialr all cases can be accommodated. As such, this algorithm is a little simpler than
the algorithms proposed previously by the authors of [11, 13, 15].

8. Niven’s algorithm and the approach of Pogorui and Shapiro. LetA be one of the
four algebrasH,Hcoq,Hnec,Hcon andp be a unilateral polynomial overA. See (1.2). By
systematically using the identity

z2 − 2ℜ(z)z + abs2(z) = 0, z ∈ A,(8.1)

Pogorui and Shapiro, [22, 2004], arrived (only for quaternionsH) at a representation ofp in
the form

p(z) = A(ℜ(z), abs2(z)) +B(ℜ(z), abs2(z)) z, A,B, z ∈ A.(8.2)

The two quantitiesA,B do depend onℜ(z) andabs2(z) but not fully onz. This allows to
insertz0 instead ofz into A,B if z0 ∈ [z]q, without changing the values ofA andB. This
representation was used by D. Janovská and the present author [11, 13, 15] to extend this idea
also to the remaining three algebras and to obtain an algorithm for finding all zeros ofp in all
algebras. The main tool was the use of the roots of the companion polynomial.

In order to computeA andB one needs3n real multiplications plus2(n + 1) multipli-
cations of an algebra element by a real number. See [15, p. 247].

Niven’s algorithm (see(4.2)) is essentially based on the representation

p(z) = q(z)r(z;u, v) +R0(u, v) +R1(u, v)z,(8.3)

r(z;u, v) = z2 − 2uz + v, R0, R1, z ∈ A, u, v ∈ R,(8.4)

whereR0(u, v) +R1(u, v)z is theremainder after division(short:remainder).
By using the recursion (4.4) to (4.6), we see that we need2n − 2 multiplications of an

algebra element by a real number for computingR0, R1.
We found, that essentially the remainderR0+R1z is the same asA+Bz. More precisely,

we have the following statement.
THEOREM 8.1. Let a unilateral polynomialp overA be given. For a given, arbitrary

z ∈ A put u = ℜ(z), v = abs2(z) and compute both representations (8.2) and (8.3) of p.
For the definition ofr defined in (8.4), use the quantitiesu, v. Then,

A = R0, B = R1.(8.5)

Proof. The construction ofr impliesr(z;u, v) = 0 which impliesp(z) = A + Bz =
R0 +R1z. From here, (8.5) follows.
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