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On Singular Arcs in Nonsmooth Optimal Control

H. J. Oberle • R. Rosendahl 1

Abstract In this paper we consider general optimal control problems (OCP) which are
characterized by a nonsmooth ordinary state differential equation. However, we allow only
mild types of nonsmoothness. More precisely, we assume that the right-hand side of the
state equation is piecewise smooth and that the switching points, which separate these
pieces, are determined as points, where a state- and possibly control dependent (smooth)
switching function changes sign. For this kind of optimal control problems necessary
conditions are developed. Attention is payed to the situation that the switching function
vanishes identically along a nontrivial subarc. Such subarcs, which we call singular state
subarcs, are investigated with respect to necessary conditions and to junction conditions.
In extension to earlier results, cf. [9], in this paper nonsmooth OCPs are considered with
respect to the order of the switching function. Especially, the case of a zero-order switching
function is included and examples of order zero, one and two are treated.

Key Words. Nonsmooth Optimal Control Problems, Necessary Conditions, Singular
State Subarcs, Zermelo’s Problem

1 Introduction

The paper is concerned with general optimal control problems (OCP) which are charac-
terized by a nonsmooth ordinary state differential equation. More precisely, we assume
that the right-hand side of the state equation is piecewise smooth and that the switching
points, which separate these pieces, are determined as those points where a state- and
possibly control-dependent (smooth) switching function changes sign. Nonsmooth optimal
control problems of this type rarely have been mentioned in the literature, cf. for example
[2, 6, 8]. Of course, they are special examples for the rather general theory of Clarke, [5].
Such problems sometimes occur in applications.

In a recent paper [9] the authors have considered an economic model due to Pohmer,
cf. [11], for the optimal personal income distribution. The model is given in form of a
nonsmooth OCP with two state variables (human capital, and capital) and three control
variables which describe the consumption and the time allocation in time for working,
education and recreation. In this model, the switching function turns out to be of order
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one. The OCP has been investigated with respect to necessary conditions. Especially the
case of a so-called singular-state subarc has been considered.

In the present paper, we continue to consider nonsmooth OCPs. We include the case of an
order-zero switching function and give necessary conditions for regular and singular OCPs
of this type. Further, we consider two classical examples. The first example describes the
optimal control of an electric circuit which includes a diode and a capacitor. This problem
has already been investigated in the book of Clarke [5]. It is a nonsmooth OCP with a
switching function of order zero. We apply our necessary conditions and present regular
and singular solutions to this problem. By a slight modification - including a coil into the
electric circuit - we obtain a nonsmooth OCP with an order-two switching function. For
this problem we present regular solutions.

The second example is the classical Zermelo’s navigation problem. Here, one has to de-
termine optimal control functions for a time-minimal horizontal plane flight of an aircraft
within a prescribed space-depending wind field. If we assume that the wind field contains
certain lines of discontinuities (atmospheric fronts), we end up with a nonsmooth OCP
with a switching function of order one. We apply the necessary conditions and present
numerical solutions as well for the regular as for the singular case.

The paper is organized as follows: In the first part we consider a general nonsmooth OCP
and derive corresponding necessary conditions in form of a multipoint boundary value
problem. In section two, we further assume that the switching function along the solution
trajectory changes sign only at isolated points (regularity assumption). The necessary
conditions, we derive, differ for control dependent switching functions (order zero), on the
one hand, and for switching functions which only depend on the state (positive order), on
the other hand. In section three, in addition we admit singular state subarcs. Here, the
necessary conditions can be derived only for order zero and order one problems. In the
remaining three sections we investigate the examples, mentioned before.

2 Nonsmooth Optimal Control Problems, Regular Case

We consider a general OCP with a piecewise defined state differential equation. The pro-
blem has the following form.

Problem (P) Determine a piecewise continuous control function u : [a, b] → R
m , such

that the functional
I = g(x(b)) (1)

is minimized subject to the following constraints (state equations, boundary conditions,
and control constraints)

x′(t) = f(x(t), u(t)) , t ∈ [a, b] a.e., (2a)

r(x(a), x(b)) = 0 , (2b)

u(t) ∈ U ⊂ R
m. (2c)
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The control region U is assumed to be a compact and convex cuboid of the form
U = Πi[ui,min, ui,max] . Further, we assume that the right-hand side of the state equation
(2a) is of the special form

f(x, u) =





f1(x, u), if S(x, u) < 0,

fs(x, u), if S(x, u) = 0,

f2(x, u), if S(x, u) > 0,

(3)

where the functions S : R
n × R

m → R , fk : R
n × R

m → R
n ( k = 1, 2, s ), and r :

R
n × R

n → R
ℓ , ℓ ∈ {0, . . . , 2n} , are sufficiently smooth.

S is called the switching function of Problem (P). Note, that in many cases the dynamic
fs – the index s stands for singular – along the singular surface S = 0 will be given
either by fs := f1 or by fs := f2 .

Our aim is to derive necessary conditions for Problem (P). To this end, let (x0, u0) denote
a solution of the problem with a piecewise continuous optimal control function u0 .

We assume that the problem is regular with respect to the minimum principle, that is:
For suitable λ, x ∈ R

n the Hamiltonians

Hj(x, u, λ) := λTfj(x, u), j = 1, 2, s (4)

possess a unique minimum u0
j with respect to the control u ∈ U .

Finally, for this section, we assume that the following regularity assumption holds.

Regularity Condition (R) There exists a finite grid a =: t0 < t1 < . . . < tq < tq+1 := b
such that the optimal switching function S[t] := S(x0(t), u0(t)) is either positive or ne-
gative in each open subinterval ]tj−1, tj[, j = 1, . . . , q + 1 .

Note, that the one-sided limits u(t±j ) exist due to the assumption of the piecewise
continuity of the optimal control.

In the following, we distinguish two cases. If the switching function is independent on the
control u , the switching function along the solution, S[·] := S(x0(·)) , is a continous
function, so that tj is a isolated root of S[·] . We indicate this case by p > 0 .

On the other hand, if the switching function depends explicitly on the control, S[·] :=
S(x0(·), u0(·)) may have discontinuities at the tj . In this case, we say that the switching
function is of order zero, p = 0 .

Now, we can summarize the necessary conditions for the OCP (P). Here, on each sub-
interval [tj , tj+1] , we denote H(x, u, λ) := Hj(x, u, λ) where j ∈ {1, 2, s} is chosen
according to the sign of S in the corresponding (open) subinterval. The following theorem
is a slight generalization of our previous results in the related paper [9].
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Theorem 2.1

With the assumptions above the following necessary conditions hold.

There exist an adjoint variable λ : [a, b] → R
n , which is a piecewise C 1 –function,

and Lagrange multipliers ν0 ∈ {0, 1} , ν ∈ R
ℓ , κ ∈ R

q , such that (x0, u0) satisfies

( t ∈ [a, b] )

λ′(t) = −Hx(x
0(t), u0(t), λ(t)), a.e., (5a)

u0(t) = argmin{H(x0(t), u, λ(t)) : u ∈ U}, (5b)

λ(a) = −
∂

∂x0(a)
[νTr(x0(a), x0(b))], (5c)

λ(b) =
∂

∂x0(b)
[ν0 g(x0(b)) + νTr(x0(a), x0(b))], (5d)

λ(t+j ) =






λ(t−j ), if p = 0, j = 1, . . . , q,

λ(t−j ) + κj ∇xS(x0(tj)), if p > 0,

(5e)

H[t+j ] = H[t−j ], j = 1, . . . , q. (5f)

Proof We assume, that there is just one point t1 ∈ ]a, b[ , where the switching function
S[·] changes sign. Moreover, we assume that the following switching structure holds

S[t]

{
< 0, if a ≤ t < t1

> 0, if t1 < t ≤ b.
(6)

We compare the optimal solution (x0, u0) with those admissible solutions (x, u) of (P)
which have the same switching structure. Each candidate of this type can be associated
with its separated parts ( τ ∈ [0, 1] )

x1(τ) := x(a + τ(t1 − a)), x2(τ) := x(t1 + τ(b − t1)),

u1(τ) := u(a + τ(t1 − a)), u2(τ) := u(t1 + τ(b − t1)).
(7)

Now, (x1, x2, t1, u1, u2) performs an abmissible and (x0
1, x

0
2, t

0
1, u

0
1, u

0
2) an optimal solution

of the following auxillary optimal control problem.

Problem (P’) Determine a piecewise continuous control function u = (u1, u2) : [0, 1] →
R

2 m , such that the functional
I = g(x2(1)) (8)
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is minimized subject to the constraints ( τ ∈ [0, 1] )

x′

1(τ) = (t1 − a) f1(x1(τ), u1(τ)) , a.e., (9a)

x′

2(τ) = (b − t1) f2(x2(τ), u2(τ)), a.e., (9b)

t′1(τ) = 0, (9c)

r(x1(0), x2(1)) = 0 , (9d)

x2(0) − x1(1) = 0, (9e)

S(x1(1)) = 0, only if p > 0, (9f)

u1(τ), u2(τ) ∈ U ⊂ R
m. (9g)

Problem (P’) is a classical optimal control problem with a smooth right-hand side, and
(x0

1, x
0
2, t

0
1, u

0
1, u

0
2) is a solution of this problem. Therefore, we can apply the well–known

necessary conditions of optimal control theory: There exist continuous and piecewise
continuously differentiable adjoint variables λj : [0, 1] → R

n, j = 1, 2, and Lagrange-
multpliers ν0 ∈ {0, 1} , ν ∈ R

ℓ , ν1 ∈ R
n , and κ ∈ R , such that, with the

Hamiltionian
H̃ := (t1 − a) λT

1 f1(x1, u1) + (b − t1) λT
2 f2(x2, u2), (10)

and the augmented performance index

Φ := ν0 g(x2(1)) + νTr(x1(0), x2(1)) + νT
1 (x2(0) − x1(1)) + κ S(x1(1)), (11)

( κ = 0 , if p = 0 ) the following conditions hold

λ′

1 = −H̃x1
= −(t1 − a)

(
λT

1 f1(x1, u1)
)

x1

, (12a)

λ′

2 = −H̃x2
= −(b − t1)

(
λT

2 f2(x2, u2)
)

x2

, (12b)

λ′

3 = −H̃t1 = −λT
1 f1(x1, u1) + λT

2 f2(x2, u2), (12c)

uk(τ) = argmin{λk(τ)Tfk(xk(τ), u) : u ∈ U}, k = 1, 2, (12d)

λ1(0) = −Φx1(0) = −(νTr)x1(0), λ1(1) = Φx1(1) = −ν1 + κ Sx(x1(1)), (12e)

λ2(0) = −Φx2(0) = −ν1, λ2(1) = Φx2(1) = (ν0 g + νT r)x2(1), (12f)

λ3(0) = λ3(1) = 0. (12g)

Due to the autonomy of the state equations and due to the regularity assumptions above,
both parts λT

1 f1 and λT
2 f2 of the Hamiltonian are constant on [0, 1] . Thus, λ3 is a linear

function which vanishes due to the boundary conditions (12g). Together with the relation
(12c) one obtains the continuity of the Hamiltonian (5f).

If one recombines the adjoints

λ(t) :=





λ1

( t − a

t1 − a

)
, t ∈ [a, t1[,

λ2

( t − t1
b − t1

)
, t ∈ [t1, b],

(13)
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one obtains the adjoint equation (5a) from Eqs. (12a-b), the minimum principle (5b) from
Eq. (12d), and the natural boundary conditions and the continuity and jump conditions
(5c-e) from Eqs. (12e-f).

It should be remarked that the results of Theorem 2.1. easily can be extended to non-
autonomous OCPs with nonsmooth state equations and to problems with free final-time
tb . This holds too, if the performance index contains an additional integral term, i.e.

I = g(tb, x(tb)) +

∫ tb

a

f0(t, x(t), u(t))dt. (14)

These extensions can be treated by standard transformation techniques which transform
the problems into the form of Problem (P). The result is, that for the extended problems,
one has to redefine the Hamiltonian by

H(t, x, u, λ, ν0) := ν0 f0(t, x, u) + λTf(t, x, u). (15)

3 Nonsmooth Optimal Control Problems, Singular Case

In this section we continue the investigation of the general optimal control problem (P).
However, we drop the regularity condition (R). We assume that a solution (x0, u0) of
(P) contains a finite number of nontrivial subarcs, where the switching function vanishes
identically. More precisely:

Singularity Condition (S) We assume that there exists a finite grid a =: t0 < t1 <
. . . < tq < tq+1 := b such that in each open subinterval ]tj−1, tj [, j = 1, . . . , q + 1 ,
the optimal switching function S[t] = S(x0(t), u0(t)) is either totally positive, totally
negative, or vanishes identically. The later subarcs are called singular state subarcs, cf.
[3, 4] for the analogous situation of singular control subarcs.

Thus, the grid points tj are either isolated points, where the switching function S[·]
changes sign, or they are entry or exit points of a singular state subarc.

By Jreg we denote the set of indices of grid points tj where the switching function
changes sign, by Jentry those of the entry points, and by Jexit those of the exit points of
the singular state subarcs.

We give a more precise definition of the order of a singular state subarc, in analogy to the
order of state variable inequality constraint. To this end we use the following recursive
definition

S(0)(x, u) := S(x, u), S(k)(x, u) := S(k−1)
x (x, u)Tfs(x, u), k = 1, 2, . . . (16)

We say that, for the solution (x0, u0) , the switching function S is of order p ≥ 0 , if the
first total time derivatives S(k), k = 0, . . . , p− 1 , are independent of the control u , and
further, if S(p) satisfies the following regularity condition (constraint qualification)

∂

∂u
S(p)(x0(t), u0(t)) 6= 0, ∀ t ∈ [tj, tj+1], j ∈ Jentry. (17)
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Order Condition (O) We assume, that the switching function is either of order zero,
p = 0 , or of order one, p = 1 , with respect to the fixed solution (x0, u0) of problem (P),
i.e.

for p = 0 : Su(x
0(t), u0(t)) 6= 0,

for p = 1 : S = S(x), S
(1)
u (x0(t), u0(t)) 6= 0

(18)

may hold along each singular state subarc.

Now, we introduce the extended Hamiltonian (here also denoted by H )

H(x, u, λ, µ) := Hk(x, u, λ, µ) := λTfk(x, u) + µ S(p)(x, u), (19)

where k ∈ {1, 2, s} is chosen according to the sign of S in the corresponding subinterval,
and µ denotes a Lagrange multiplier. We set µ := 0 for k = 1, 2 . Again, we assume
regularity with respect to the minimum principle.

In the following, we summarize the necessary conditions for Problem (P).

Theorem 3.1

With the assumptions above the following necessary conditions hold.

There exist an adjoint variable λ : [a, b] → R
n , which is a piecewise C 1 –function, and

Lagrange multipliers ν0 ∈ {0, 1} , ν ∈ R
ℓ , κj ∈ R (j ∈ Jreg ∪ Jentry) , and a piecewise

continuous Lagrange multiplier µ : [a, b] → R , such that (x0, u0) satisfies the conditions

( t ∈ [a, b] )

λ′(t) = −Hx(x
0(t), u0(t), λ(t), µ(t)), a.e. (20a)

u0(t) = argmin{H(x0(t), u, λ(t), µ(t)) : u ∈ U}, (20b)

µ(t) S(x0(t), u0(t)) = 0, (20c)

λ(a) = −
∂

∂x0(a)
[νTr(x0(a), x0(b))], (20d)

λ(b) =
∂

∂x0(b)
[ν0 g(x0(b)) + νTr(x0(a), x0(b))], (20e)

λ(t+j ) =





λ(t−j ) + κj ∇xS(x0(tj)), for p = 1, j ∈ Jreg ∪ Jentry,

λ(t−j ), else,
(20f)

H[t+j ] = H[t−j ], j = 1, . . . , q. (20g)

Proof For simplicity, we assume, that the switching function S[·] along the optimal tra-
jectory has just one singular state subarc [t1, t2] ⊂ ]a, b[ , and that the following switching
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structure holds

S[t]





< 0, if a ≤ t < t1,

= 0, if t1 ≤ t ≤ t2,

> 0, if t2 < t ≤ b.

(21)

Again, we compare the optimal solution (x0, u0) with those admissible solutions (x, u)
of the problem which have the same switching structure. Each candidate is associated
with its separated parts ( τ ∈ [0, 1] )

x1(τ) := x(a + τ(t1 − a)), u1(τ) := u(a + τ(t1 − a)),

xs(τ) := x(t1 + τ(t2 − t1)), us(τ) := u(t1 + τ(t2 − t1)),

x2(τ) := x(t2 + τ(b − t2)), u2(τ) := u(t2 + τ(b − t2)).

(22)

Now, (x1, xs, x2, t1, t2, u1, us, u2) performs an abmissible and (x0
1, x

0
s, x

0
2, t

0
1, t

0
2, u

0
1, u

0
s, u

0
2)

an optimal solution of the following auxillary optimal control problem.

Problem (P”). Determine a piecewise continuous control function u = (u1, us, u2) :
[0, 1] → R

3m , such that the functional

I = g(x2(1)) (23)

is minimized subject to the constraints ( τ ∈ [0, 1] )

x′

1(τ) = (t1 − a) f1(x1(τ), u1(τ)), a.e., (24a)

x′

s(τ) = (t2 − t1) fs(xs(τ), us(τ)), a.e., (24b)

x′

2(τ) = (b − t2) f2(x2(τ), u2(τ)), a.e., (24c)

t′k(τ) = 0, k = 1, 2, (24d)

r(x1(0), x2(1)) = 0 , (24e)

xs(0) − x1(1) = x2(0) − xs(1) = 0, (24f)

S(xs(τ), us(τ)) = 0 , (24g)

u1(τ), u2(τ), u3(τ) ∈ U . (24h)

Problem (P”) again is a classical OCP with a smooth right-hand side. However, it con-
tains, depending on the order p , a (regular) control equality constraint, or a pure state
equality constraint of first order, respectively. We can apply the classical necessary con-
ditions of optimal control theory, cf. Hestenes [7]. If the constraint qualification (18) is
satisfied, there exist continuous Lagrange multiplier µ̃ , and continuously differentiable
adjoint variables λk , k = 1, s, 2, 3, 4 , such that with the Hamiltonian

H̃ := (t1 − a) λT
1 f1(x1, u1) + (t2 − t1) λT

s fs(xs, us)

+ (b − t2) λT
2 f2(x2, u2) + µ̃ (t2 − t1) S(p)(xs, us),

(25)
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and the augmented performance index (with κ = 0 for p = 0 )

Φ := ν0g(x2(1)) − κS(xs(0), us(0)) + νTr(x1(0), x2(1))

+ νT
1 (xs(0) − x1(1)) + νT

2 (x2(0) − xs(1)),
(26)

the following conditions hold ( τ ∈ [0, 1] )

λ′

1 = −H̃x1
= −(t1 − a)

(
λT

1 f1

)
x1

, (27a)

λ′

s = −H̃xs
= −(t2 − t1)

[
(λT

s fs)xs
+ µ̃(τ)S(p)

xs
(xs, us)

]
, (27b)

λ′

2 = −H̃x2
= −(b − t2) (λT

2 f2)x2
, (27c)

λ′

3 = −H̃t1 = −λT
1 f1 + λT

s fs + µ̃(τ) S(p)(xs, us), (27d)

λ′

4 = −H̃t2 = −λT
s fs + λT

2 f2 − µ̃(τ) S(p)(xs, us), (27e)

uj(τ) = argmin{λj(τ)Tfj(xj(τ), u) : u ∈ U}, j = 1, 2, (27f)

us(τ) = argmin{λs(τ)Tfs(xs(τ), u) + µ̃(τ) S(p)(xs(τ), u) : u ∈ U}, (27g)

λ1(0) = −Φx1(0) = −(νTr)x1(0), λ1(1) = Φx1(1) = −ν1, (27h)

λs(0) = −Φxs(0) = −ν1 + κ Sxs(0), λs(1) = Φxs(1) = −ν2, (27i)

λ2(0) = −Φx2(0) = −ν2, λ2(1) = Φx2(1) = (ℓ0 g + νTr)x2(1), (27j)

λ3(0) = λ3(1) = λ4(0) = λ4(1) = 0. (27k)

Due to the autonomy of the optimal control problem, all three parts λT
1 f1 , λT

s fs , and
λT

2 f2 of the Hamiltonian are constant. Therefore, the adjoints λ3 and λ4 vanish and
we obtain the global continuity of the augmented Hamiltonian (24).

If one recombines the adjoints

λ(t) :=





λ1

( t − a

t1 − a

)
, t ∈ [a, t1[,

λs

( t − t1
t2 − t1

)
, t ∈ [t1, t2],

λ2

( t − t2
b − t2

)
, t ∈ ]t2, b],

(28)

and the state and control variables accordingly, one obtains all the necessary conditions
of the Theorem.

Again, we mention that the results of Theorem 3.1. easily can be extended to nonautono-
mous nonsmooth OCPs, to problems with free final-time, and to optimal control problems
with performance index of Bolza type, as well.
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4 A Nonsmooth OCP of Order Zero

The following example is taken from the well-known book of Clarke [5]. It describes the
control of an electronic circuit which encludes a diode and a condensor. The diode is trea-
ted as a resistor with two values of resistance depending on the direction of the current.

U(t) ~

U
D

(t)

U
C

(t)

Fig. 1 Electric circuit with a diode and a capacitor

If u := U denotes the initializing voltage (control), and x := UC denotes the voltage at
the condensor (state), one obtains the following nonsmooth OCP.

Problem (D1). Minimize the functional

I(u) =
1

2

∫ 2

0

u(t)2 dt (29)

with respect to the state equation

x′(t) =

{
α (u − x), if S = x − u ≤ 0,

β (u − x), if S = x − u > 0,
(30)

and the boundary conditions x(0) = 4 , x(2) = 3 .

In the smooth case, we choose α = β = 2 , the (unique) solution easily can be found
applying the classical optimal control theory, c.f. Figure 2.
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4
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 =
 x

(t
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u(
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Fig. 2 Problem (D1): Smooth case, α = β = 2 .
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For the nonsmooth case, α 6= β , we assume that there is just one point t1 ∈ ]0, 2[
where the switching function changes sign. Further, due to the results for the smooth
case, we assume the solution structure

S[t]

{
> 0, if 0 ≤ t < t1,

< 0, if t1 < t ≤ 2.
(31)

According to Theorem 2.1 we obtain the following necessary conditions:

(i) t ∈ [0, t−1 ] : H = H2 =
1

2
u2 + β λ (u − x),

λ′ = β λ, u = −β λ.

(ii) t ∈ [t+1 , 2] : H = H1 =
1

2
u2 + α λ (u − x),

λ′ = α λ, u = −α λ.

The continuity condition (5f) yields

H[t+1 ] −H[t−1 ] = (β − α) λ(t1)

[
α + β

2
λ(t1) + x(t1)

]
= 0.

Thus, we obtain the following three-point boundary value problem.

x′ =

{
−β (β λ + x) : t ∈ [0, t−1 ],

−α (α λ + x) : t ∈ [t+1 , 2],

λ′ =

{
β λ : t ∈ [0, t−1 ],

α λ : t ∈ [t+1 , 2],

x(0) = 4, x(2) = 3,
α + β

2
λ(t1) + x(t1) = 0.

(32)
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Fig. 3 Problem (D1): Nonsmooth and regular case, α = 4 , β = 2 .
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In Figure 3 the numerical solution for the parameters α = 4 and β = 2 is shown. The
result is obtained via the multiple shooting code BNDSCO, cf. [10], [13]. One observes
that the preassumed sign distribution of the switching function is satisfied. Further, the
optimal control and the optimal switching function are discontinous at the switching
point.

For parameters α < β the solution of the boundary value problem (32) does not satisfy
the preassumed sign distribution of the switching function, cf. Figure 4.
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Fig. 4 Problem (D1): Nonadmissible solution, α = 2 , β = 4 .

So, for this choice of parameters we have to consider the singular case, i.e. the switching
function vanishes along a nontrivial subarc. If we assume that there is exactly one singular
state subarc,

S[t]






> 0, if 0 ≤ t < t1,

= 0, if t1 ≤ t ≤ t2,

< 0, if t2 < t ≤ 2,

(33)

we obtain the following necessary conditions due to Theorem 3.1.

(i) t ∈ [0, t1] : H = H2 =
1

2
u2 + β λ (u − x),

λ′ = β λ, u = −β λ.

(ii) t ∈ [t1, t2] : H = Hs =
1

2
u2 + α λ (u − x) + µ (x − u),

λ′ = αλ − µ, u = −α λ + µ = x.

(iii) t ∈ [t2, 2] : H = H1 =
1

2
u2 + α λ (u − x),

λ′ = α λ, u = −α λ.

The continuity of the Hamiltonian, say at t1 , yields with

H[t−1 ] = H2[t
−

1 ] =
1

2
β2 λ(t1)

2 + β λ(t1) (−β λ(t1) − x(t1))

= −
1

2
β λ(t1) (β λ(t1) + 2 x(t1))

H[t+1 ] = Hs[t
+
1 ] =

1

2
x(t1)

2
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the interior boundary condition x(t1) + β λ(t1) = 0 . The analogous condition holds at
the second switching point t2 .

Altogether we obtain the following multipoint boundary value problem.

x′ =






−β (β λ + x) : t ∈ [0, t1],

0 : t ∈ [t1, t2],

−α (α λ + x) : t ∈ [t2, 2],

λ′ =





β λ : t ∈ [0, t1],

−x : t ∈ [t1, t2],

α λ : t ∈ [t2, 2],

x(0) = 4, x(2) = 3,

x(t1) + β λ(t1) = 0, x(t2) + α λ(t2) = 0.

(34)

For the parameters α = 2 , β = 4 the numerical solution is shown in Figure 5. One
observes a singular state subarc with the switching points t1 =̇ 0.632117 , t2 =̇ 0.882117 .
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Fig. 5 Problem (D1): Nonsmooth and singular case, α = 2 , β = 4 .

In difference to the regular case, one observes that for the singular-state subarc control
and adjoint variable are continuous functions. This is a consequence of the necessary
conditions when treating linear-quadratic OCPs, cf. [12].
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5 A Modification of Clarke’s Example

In the following section we consider an OCP for a modified electric circuit, which contains
a diode, a capacitor and a coil.

U(t) ~

U
D

(t)

U
L
(t)

U
C

(t)

Fig. 6 Electric circuit with a diode, a capacitor, and a coil

The relations between the initializing voltage U , the current I , and the voltages at the
electric elements are given by

U(t) = UD(t) + UC(t) + UL(t), (35a)

I(t) =

{
UD(t)/R1, if UD ≥ 0,
UD(t)/R2, if UD < 0,

(35b)

I(t) = C U̇C(t), (35c)

İ(t) = UL(t)/L. (35d)

By differention of Kirchhoff’s law (35a) and using the abbreviations u := U̇ , x1 := I ,
x2 := İ , α := R1/L , β := R2/L , and γ := 1/(L C) , we obtain the following OCP.

Problem (D2). Minimize the functional

I(u) =
1

2

∫ 2

0

u(t)2 dt (36)

with respect to the state equation

x′

1(t) = x2, (37a)

x′

2(t) =

{
u − α x2 − γ x1, if S := x1 ≥ 0,

u − β x2 − γ x1, if S := x1 < 0,
(37b)

and the boundary conditions

x1(0) = 1, x2(0) = −4, x1(2) = x2(2) = 0. (38)

One observes, that the switching function of this nonsmooth OCP S := x1 is of the
order p = 2 . For this situation, only the regular case is tractable with our theory above.
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If we use this regularity assumption (R) and apply Theorem 2.1 for one switching point,
we get the following three-point boundary value problem.

x′

1 = x2, (39a)

x′

2 = u − δ x2 − γ x1, u = −λ2, (39b)

λ′

1 = γ λ2, δ :=

{
α, if t ∈ [0, t1],
β, if t ∈ ]t1, 2],

(39c)

λ′

2 = −λ1 + δ λ2, (39d)

λ1(t
+
1 ) = λ1(t

−

1 ) + (β − α) λ2(t1), λ2(t
+
1 ) = λ2(t

−

1 ), (39e)

x1(t1) = 0, (39f)

x1(0) = 1, x2(0) = −4, x1(2) = x2(2) = 0. (39g)

This boundary value problem can be solved numerically. For both cases α < β and α > β
we obtain admissible solution, which satisfy the regularity assumption.
In Figure 7 the solution of the boundary-value problem (39) for the parameters
α = 2, β = 3 is shown. Figure 8 gives the solution for α = 3, β = 2 .
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Fig. 7 Problem (D2): Nonsmooth and Regular Case, α = 2 , β = 3 , γ = 1 .
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Fig. 8 Problem (D2): Nonsmooth and regular Case, α = 3 , β = 2 , γ = 1 .

6 The Nonsmooth Zermelo’s Problem

In this section we consider a modification of the classical problem of Zermelo, cf. [1, 14,
15]. In the literature of optimal control the problem is well known as the ship’s navigation
problem. In it’s original notation, however, the problem is given as follows. One has
to determine the heading control for the horizontal plane flight of an aircraft within a
prescribed space-depending horizontal wind field such that the transfer time from a given
initial- to a given endpoint is minimized.

In mathematical notation the problem can be formulated as an optimal control problem.

Problem (Z) Determine the transfer time tf and a piecewise continous control function
Θ(t), 0 ≤ t ≤ tf , such that

I(Θ, tf) := tf (40)

is minimized subject to following state equations and boundary conditions.

x′(t) = v0 cos(Θ(t)) + u(x(t), y(t)), (41a)

y′(t) = v0 sin(Θ(t)) + v(x(t), y(t)), (41b)

x(0) = x0, x(tf ) = xf , (41c)

y(0) = y0, y(tf) = yf . (41d)

Here, v0 is the (constant) magnitude of the aircraft’s velocity relative to the wind field,
Θ is the heading angle (control function), (u, v) is the velocity of the wind field relative
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to ground. For simplicity, we assume that (u, v) depends only on the state (x, y) , the
position of the aircraft.

Further modifications of this problem including for example wind fields which vary in
space and time, or a three-dimensional modelling are more or less straight forward.

A The Smooth Case

First, we summarize the necessary condions for the smooth case, i.e. the wind field may
be a smooth function of (x, y) . The Hamiltonian is given by

H = λ1 (v0 cos(Θ) + u) + λ2 (v0 sin(Θ) + v). (42)

By the minimum principle we obtain the following optimal control law

cos(Θ) = −
λ1√

λ2
1 + λ2

2

, sin(Θ) = −
λ2√

λ2
1 + λ2

2

, (43)

and, thus, together with the adjoint equations, we obtain the following two-point boundary

value problem with respect the independent variable τ ∈ [0, 1] .

x′ = tf (v0 cos(Θ) + u(x, y)), (44a)

y′ = tf (v0 sin(Θ) + v(x, y)), (44b)

λ′

1 = tf (−λ1 ux(x, y) − λ2 vx(x, y)), (44c)

λ′

2 = tf (−λ1 uy(x, y) − λ2 vy(x, y)), (44d)

t′f = 0, (44e)

x(0) = x0, x(1) = xf , (44f)

y(0) = y0, y(1) = yf , (44g)

H[1] = [−v0

√
λ2

1 + λ2
2 + λ1 u + λ2 v]|τ=1 = −1. (44h)

Following Bryson, Ho [4], we choose the wind field (shear wind)

u(x, y) := − vs y, v(x, y) := 0 (45)

and the parameters

v0 := 1, vs := 0.8, x0 := −3.66, y0 := −1.86, xf := 0, yf := 1. (46)

Figure 9 shows the optimal flight path. The aircraft’s heading is indicated at several points
along the path. For the minimal flight time we obtain tf =̇ 4.9257352 .
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Fig. 9 Problem (Z): Minimum time path for a smooth wind field; v0 = 1, vs = 0.8 .

B The Nonsmooth Case

Next, we consider the case of a nonsmooth wind field. With this ansatz an atmospheric
front may be modeled. Again, we simplify the practical problem and choose the time-
independent front line y = 0 . Note, however, that the general theory allows to handle
the case of time variant front lines too.

We choose the following wind field.

u(x, y) :=





−vs y, if y ≥ 0,

vs, if y < 0,
v(x, y) := 0, (47)

i.e., for y < 0 , there is a constant head wind, whereas, for y ≥ 0 , there is a space-
dependent rear wind. The switching function is given by S(x, y, Θ) := y . Obviously S
is of the order p = 1 . If we choose the data and boundary conditions as before, we may
expect a regular solution with one switching point t1, 0 < t1 < tf .

For the necessary conditions we apply Theorem 2.1. Thus, a solution of the nonsmooth
optimal control problem must satisfy the same boundary value problem (44) as before,
however, augmented by the following jump and switching conditions

λ1(t
+
1 ) = λ1(t

−

1 ), λ2(t
+
1 ) = λ2(t

−

1 ) + κ1 (48a)

y(t1) = 0, H[t+1 ] = H[t−1 ]. (48b)

Note that, compared with the smooth case, the boundary value problem contains two
additional unknowns, the switching time t1 and the Lagrange multiplier κ1 . Both are
determined by the switching conditions (48b).

The numerical solution of the resulting multipoint boundary value problem has been
obtained by the multiple shooting code BNDSCO. In Figure 10a the optimal flight path for
the nonsmooth wind field is shown. The resulting minimal flight time is tf =̇ 4.9875063 .
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Fig. 10a Problem (Z): Minimum time path for the nonsmooth wind field (47).
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Fig. 10b Problem (Z): Corresponding optimal state, adjoint, and control functions.

In Figure 10b the optimal state variables (x, y) , the adjoint variable λ2 corresponding
to the state y , and the optimal control function on the scaled time interval [0, 1] are
given. One observes the discontinuity of the control and the adjoint variable λ2 at the
(nonscaled) switching point t1 =̇ 1.9912720 .

C The Singular Case

If one substitutes the rear wind for y ≥ 0 by a time variant head wind, the solution of
this nonsmooth optimal control problem may contain a singular-state subarc. We choose
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the following wind field.

u(x, y) :=





vs y, if y ≥ 0,

vs, if y < 0,
v(x, y) := 0, (49)

The analysis of the singular subarc according to Theorem 3.1 yields the extended Hamil-
tonian

H = λ1 (v0 cos(Θ) + u) + (λ2 + µ) (v0 sin(Θ) + v) (50)

and the corresponding optimal control

cos(Θ) = −
λ1√

λ2
1 + (λ2 + µ)2

, sin(Θ) = −
λ2 + µ√

λ2
1 + (λ2 + µ)2

. (51)

The adjoint equations remain unchanged, cf. Eqs. (44). On the regular subarcs, we have
µ = 0 , whereas on the singular subarcs, we have S(x, y) = y = 0 , and S(1)(x, y, Θ) =
v0 sin Θ = 0 , so that λ2 + µ = 0 , sin Θ = 0 , and cos Θ = −1 .

If we choose the data and boundary conditions as in (46), we may expect a solution
with one singular state subarc [t1, t2] . Due to Theorem 3.1, a solution of this nonsmooth
optimal control problem must satisfy the same boundary value problem (44) as before,
however, augmented by the following jump and switching conditions

λ1(t
+
j ) = λ1(t

−

j ), j = 1, 2, (52a)

λ2(t
+
1 ) = λ2(t

−

1 ) + κ1, λ2(t
+
2 ) = λ2(t

−

2 ), (52b)

y(t1) = 0, H[t+j ] = H[t−j ], j = 1, 2. (52c)

Additional parameters of the boundary value problem are the switching times t1 , t2 , and
the Lagrange multiplier κ1 . They are determined by the switching conditions (52c).

In Figure 11a the optimal flight path for the nonsmooth wind field is shown. The resulting
minimal flight time is tf =̇ 7.3819697 . The scaled optimal state, adjoint and control
variables are given in Figure 11b.
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Fig. 11a Problem (Z): Minimum time path for the nonsmooth wind field (49).
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Fig. 11b Problem (Z): Corresponding optimal state, adjoint, and control functions.

7 Conclusions

In this paper optimal control problems with nonsmooth state differential equations are
considered. Two solution types are distinguished. In the first part of the paper regular
solutions have been considered. The regularity is characterized by the assumption that
the switching function changes sign only at isolated points. In the second part so called
singular state subarcs are admitted. These are nontrivial subarcs, where the switching
function vanishes identically. For both situations necessary conditions are derived from
the classical (smooth) optimal control theory. In addition, these necessary conditions have
been applied to two classical nonsmooth OCPs. The first one describes the optimal control
of an electric circuit containing a diode. The second example is the classical Zermelo’s
navigation problem with a nonsmooth wind field.
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