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Abstract For elliptic partial differential equations with periodically oscillating coefficients quadratic $L^2$-convergence of a corrected asymptotic expansion, which is motivated by the theory of homogenization, is proven in the one-dimensional case.
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1 Introduction

Within this article the stationary diffusion equation

\[ \begin{cases} - \text{div}(A \nabla u) = f & \text{in } \Omega \subset \mathbb{R}^n, \\ u = 0 & \text{on } \partial \Omega \end{cases} \]

for a composite material with finely mixed constituents will be studied. If the material is additionally periodic, one can assume the existence of two characteristic
scales, first a macroscopic scale, describing the global behaviour of the composite and second a microscopic scale, describing the heterogeneities on the unit cell $Y = [0, l_1] \times \cdots \times [0, l_n]$. To describe the dependency on the size $\varepsilon$ of the unit cell, one writes (1) in the form

$$
\begin{aligned}
- \text{div}(A^\varepsilon \nabla u^\varepsilon) &= f 	ext{ in } \Omega, \\
\quad u^\varepsilon &= 0 \text{ on } \partial \Omega
\end{aligned}
$$

with

$$
A^\varepsilon(x) = A \left( \frac{x}{\varepsilon} \right)
$$

for a $Y$-periodic $A$.

The theory of homogenization tries to characterize the “limit”

$$
u^0 = \lim_{\varepsilon \to 0} u^\varepsilon.
$$

Homogenization does not mean to determine $u^0$, but to establish a differential equation for $u^0$. In the case of the stationary diffusion equation this differential equation (called homogenized differential equation) is of the same type but with constant coefficient. The intention of homogenization is ultimately the calculation of the effective coefficient $A^0$, such that

$$
\begin{aligned}
- \text{div}(A^0 \nabla u^0) &= f 	ext{ in } \Omega, \\
\quad u^0 &= 0 \text{ on } \partial \Omega
\end{aligned}
$$

So, replacing the original problem for $u^\varepsilon$ by the homogenized problem means that one has to solve two problems instead of one. On the other hand the homogenized problem is a differential equation with constant coefficients and therefore (numerically) a lot easier to solve than the differential equation for $u^\varepsilon$.

The convergence of $u^\varepsilon$ towards $u^0$ is only weak in $H^1_0(\Omega)$. The proof of the last statement using the two-scale expansion

$$
u^\varepsilon(x) = u^0 \left( x, \frac{x}{\varepsilon} \right) + \varepsilon u_1 \left( x, \frac{x}{\varepsilon} \right) + \varepsilon^2 u_2 \left( x, \frac{x}{\varepsilon} \right) + \cdots
$$

in [2], chapter 4, §1 shows, that the asymptotic expansion of first order $u^\varepsilon_1(x) = u^0(x, \frac{x}{\varepsilon}) + \varepsilon u_1(x, \frac{x}{\varepsilon})$ satisfies

$$
u^\varepsilon_1(x) = u^0(x) - \varepsilon \sum_{i=1}^n \chi_i \left( \frac{x}{\varepsilon} \right) \frac{\partial u^0}{\partial x_i}(x),
$$

where $\chi_i \in W^1_{\text{per}}(Y) = \{ v \in H^1_{\text{per}}(Y) | \langle v \rangle_Y = 0 \}$ for $i = 1, \ldots, n$ is the unique weak solution of the so called cell-problem

$$
\begin{aligned}
- \text{div}(A(y) \nabla \chi_i) &= - \text{div}(A(y) e_i) \text{ in } Y, \\
\quad \chi_i &= Y\text{-periodic}, \\
\langle \chi_i \rangle_Y &= 0
\end{aligned}
$$
on the unit cell $Y$. The various cell solutions are needed anyway, in order to determine the homogenized diffusion coefficient $A^0$ by means of the equation

\[ A^0 e_i = \left\langle -A \nabla \chi_i + Ae_i \right\rangle_Y = \frac{1}{|Y|} \int_Y -A \nabla \chi_i + Ae_i \, dy \]

([5], Theorem 6.1, p. 112). Instead of settling for the homogenized solution $u^0$, one can use the asymptotic expansion of first order without significant additional expenses. This has the further advantage of approximating the solution of the original problem in the $H^1$-norm ([9], p. 28)

\[ \| u^\varepsilon - u^0 \|^2_{H^1(\Omega)} = O(\varepsilon^2). \]

Regarding the $L^2$-norm this gives no improvement of the approximative property ([9], S. 29, 30)

\[ \| u^\varepsilon - u^0 \|^2_{L^2(\Omega)} = O(\varepsilon^2). \]

On the other hand it is proved in [11], that by the right choice of the right hand sides of the equations for the finite element approximations $u^\varepsilon_h$, $u^0_H$ and $\chi_{i,h}$ one obtains

\[ \left\| u^\varepsilon_h(x) - I_h \left( u^0_H(x) - \varepsilon \sum_{i=1}^{n} \frac{\partial u^0_H}{\partial x_i}(x) \chi_{i,h}(\varepsilon^{-1}) \right) \right\|^2_{L^2(\Omega)} = O(\varepsilon^2), \]

if $A$ is symmetric in the following sense

**Definition 1** A Map $A : Y \rightarrow \mathbb{R}^{n \times n}$ is called $k$-symmetric, iff for $i, j = 1, \ldots, n$

\[ (-1)^{k+1} a^\#_{ij}(y_1, \ldots, y_{k-1}, -y_k, y_{k+1}, \ldots, y_n) = (-1)^k a^\#_{ij}(y), \]

where $a^\#_{ij}$ is the periodic continuation of $a_{ij}$. $A$ is called symmetric, iff $A$ is $k$-symmetric for all $k = 1, \ldots, n$.

In the first part of this article this statement will be shown analytically for the one-dimensional case in terms of the $L^\infty$-norm, provided that the source $f$ is regular enough (Theorem 1). Furthermore in the non symmetric case an additional correction problem with constant coefficient will suffice to maintain the quadratic approximation property.

Afterwards this results will be numerically examined in the two-dimensional case using finite element approximations. The finite element spaces will be chosen so that the quadratic approximation property is translated into the finite element approximation (Theorems 8 and 9 as well as Corollaries 4 and 5). Thereby particularly the regularity of solutions of elliptic differential equations with periodic boundary conditions will be used. This follows from the inner regularity of solutions of elliptic equations ([7], Theorem 8.8, p. 183 and Theorem 8.10, p. 186) and the invariance under translation of $Y$-periodic functions ([5], Lemma 2.3, p. 27) so that it just depends on the regularity of the diffusion coefficient. Actual $a_{ij} \in C^{m-2,1}(\overline{\Omega}) \cap H^{m-1}(Y)$ implies $\chi_i \in H^m(Y)$. 
Both the classical definition and the finite elements used can be found in [4]. Whereas finite elements for solving Dirichlet problems are described in almost every book about numerical methods for partial differential equations, there seems to exist no corresponding source for the case of periodic boundary conditions. The approach for the numeric calculations (probably already followed before) is based on “periodic” subdivisions (Definition 3), for which the interpolation of a periodic function itself is periodic. Since the periodicity cell is a rectangle, it is reasonable to decompose it into rectangles. To gain statements about the regularity of the global interpolation, one needs (just as for triangulations) another assumption on the geometry of the subdivision. Therefore rectangulations (Definition 2) are defined.

After summarizing the numeric results for isotropic materials a two-grid method, which is based on the components needed for the calculation of the corrected asymptotic approximation of first order, will be presented and compared with a preconditioned conjugate gradient method (PCG-method) for different sizes of the unit cell.

2 Asymptotic approximation

In this section it will be shown that the improved $L^2$-convergence of the first order asymptotic expansion applies analytically in the one-dimensional case for symmetric $A$.

An additional correction of $u^\varepsilon_1$ by the solution of another elliptic boundary problem with constant coefficient preserves the improved $L^2$-convergence even in the asymmetric case. The proof will make use of an integral representation for the first order asymptotic expansion. It applies for $\Omega = [x_0, x_1], Y = [0, l]$ and $f = f_0 + \frac{df_1}{dx}$ with $f_0, f_1 \in L^2(\Omega)$

$$u^\varepsilon_1(x) = u^0(x) - \varepsilon \chi \left( \frac{x}{\varepsilon} \right) \frac{du^0}{dx}(x)$$

$$= \frac{1}{d^0} \left[ - \int_{x_0}^{x} (F_0(s) + f_1(s)) ds + \left( F_0 + f_1 \right)_\Omega (x - x_0) \right] +$$

$$\varepsilon \left[ A \left( \frac{x}{\varepsilon} \right) - \frac{1}{d^0} \frac{x}{\varepsilon} \right] - \left( \langle A \rangle_Y - \frac{l}{2d^0} \right) \left[ \left( F_0 + f_1 \right)_\Omega - \left( F_0(x) + f_1(x) \right) \right]$$

with

$$d^0 = l \left( \int_0^l \frac{ds}{a(s)} \right)^{-1},$$

$$F_0(x) = \int_{x_0}^{x} f_0 ds,$$

$$A(y) = \int_{0}^{y} \frac{ds}{a(s)}.$$
2.1 Correction

Since \( u^0 \) satisfies the Dirichlet boundary conditions on \( \partial \Omega \), the first order asymptotic expansion \( u_1^\varepsilon \) of \( u^\varepsilon \) is apparently no element of \( H^1_0(\Omega) \). An immediate consequence is the lower order of convergence (compared to the symmetric case) of \( u^\varepsilon - u_1^\varepsilon \) with respect to \( \| \cdot \|_{H^1_0(\Omega)} \). The obvious correction of \( u_1^\varepsilon \) would be the solution of

\[
\begin{align*}
- \text{div}(A^\varepsilon \nabla v^\varepsilon) &= 0 \quad \text{in } \Omega, \\
v^\varepsilon &= u_1^\varepsilon = -\varepsilon \sum_{k=1}^n \chi_k \left( \frac{x}{\varepsilon} \right) \frac{\partial u^0}{\partial x_k}(x) \quad \text{on } \partial \Omega.
\end{align*}
\]

But to calculate \( v^\varepsilon \) numerically would be as expansive as the original problem (2). Therefore the diffusion coefficient \( A^\varepsilon \) of the correction problem is replaced by the homogenized coefficient \( A^0 \). As a result the numerical calculation of the correction just needs a locally (near the boundary) refined grid.

\[
\begin{align*}
- \text{div}(A^0 \nabla v_0^\varepsilon) &= 0 \quad \text{in } \Omega, \\
v_0^\varepsilon &= u_1^\varepsilon = -\varepsilon \sum_{k=1}^n \chi_k \left( \frac{x}{\varepsilon} \right) \frac{\partial u^0}{\partial x_k}(x) \quad \text{on } \partial \Omega.
\end{align*}
\]

Now the improved \( L^2 \)-convergence of \( \tilde{u}_1^\varepsilon := u_1^\varepsilon - v_0^\varepsilon \) will be proven under appropriate assumptions on the source \( f \).

Remark 1 If \( \Omega \) is made up of unit cells and \( A \) is symmetric, then \( v_0^\varepsilon \equiv 0 \) ([11], Corollary 2.4, p. 5), so already the first order asymptotic expansion possess the improved \( L^2 \)-convergence.

Let \( f \in L^1(\Omega) \subset H^{-1}(\Omega) \). Then \( F : [x_0, x_1] \to \mathbb{R} \) defined by

\[
F(x) := \int_{x_0}^{x} f \, ds
\]

is an absolutely continuous function on \( \Omega = [x_0, x_1] \) with \( \frac{dF}{dx} = f \) (a.e. in \( \Omega \)) and the first order asymptotic expansion satisfies

\[
u_1^\varepsilon(x) = \frac{1}{d^0} \left[ -\int_{x_0}^{x} F(s) \, ds + \langle F \rangle_{\Omega} (x - x_0) \right] + \\
\varepsilon \left[ \left( A \left( \frac{x}{\varepsilon} \right) - \frac{1}{d^0} \frac{x}{\varepsilon} \right) - \left( \langle A \rangle_Y - \frac{l}{2d^0} \right) \right] \left( \langle F \rangle_{\Omega} - F(x) \right).
\]

Using the \( l \)-periodic function \( h : Y \to \mathbb{R} \) defined by

\[
h(y) = \left( A(y) - \frac{y}{d^0} \right) - \left( \langle A \rangle_Y - \frac{l}{2d^0} \right)
\]
yields the following integral representation for the corrected first order asymptotic expansion

\[
\tilde{u}^\varepsilon = u^\varepsilon - v^\varepsilon = \frac{1}{d^0} \left[ - \int_{x_0}^{x} F(s) \, ds + \langle F \rangle_{\Omega} (x - x_0) \right] + \varepsilon \left[ h \left( \frac{x}{\varepsilon} \right) \left( \langle F \rangle_{\Omega} - F(x) \right) - \frac{x - x_0}{x_1 - x_0} h \left( \frac{x_1}{\varepsilon} \right) \left( \langle F \rangle - \langle f \rangle_{\Omega} (x_1 - x_0) \right) \frac{x - x_0}{x_1 - x_0} \right]
\]

Partial integration for absolutely continuous functions ([12], Theorem 14.8, p. 104) provides

\[
u^\varepsilon (x) = \frac{1}{d^0} \left[ - \int_{x_0}^{x} F(s) \, ds + \langle F \rangle_{\Omega} (x - x_0) \right] + \varepsilon \left[ h \left( \frac{x}{\varepsilon} \right) \left( \langle F \rangle_{\Omega} - F(x) \right) - \frac{x - x_0}{x_1 - x_0} h \left( \frac{x_1}{\varepsilon} \right) \left( \langle F \rangle_{\Omega} - \langle f \rangle_{\Omega} (x_1 - x_0) \right) - \frac{x_1 - x}{x_1 - x_0} h \left( \frac{x_0}{\varepsilon} \right) \langle F \rangle_{\Omega} \right] + \varepsilon \left[ \int_{x_0}^{x} f(s) h \left( \frac{s}{\varepsilon} \right) \, ds - \frac{x - x_0}{x_1 - x_0} \int_{x_0}^{x_1} f(s) h \left( \frac{s}{\varepsilon} \right) \, ds \right] + O(\varepsilon^2).
\]

In summary it can be said

\[
u^\varepsilon (x) - \tilde{u}^\varepsilon (x) = \varepsilon \left[ \int_{x_0}^{x} f(s) h \left( \frac{s}{\varepsilon} \right) \, ds - \frac{x - x_0}{x_1 - x_0} \int_{x_0}^{x_1} f(s) h \left( \frac{s}{\varepsilon} \right) \, ds \right] + O(\varepsilon^2).
\]

By definition \( h^\varepsilon \to \langle h \rangle_{\Omega} = 0 \) weak* in \( L^\infty(\mathbb{R}) \) ([5], Theorem 2.6,p.33) implies

\[
(7) \quad \int_{x_0}^{x} f(s) h \left( \frac{s}{\varepsilon} \right) \, ds \to 0
\]

for all \( x \in \text{int} \Omega \). The Hölder’s inequality yields

\[
\left| \int_{x_0}^{x} f(s) h \left( \frac{s}{\varepsilon} \right) \, ds \right| \leq \|f\|_{L^1(\Omega)} \|h\|_{L^\infty(\mathbb{R})}
\]

so that for \( 1 \leq p < \infty \) Lebesgue’s theorem provides

\[
\left\| \int_{x_0}^{x} f(s) h \left( \frac{s}{\varepsilon} \right) \, ds \right\|_{L^p(\Omega)} \to 0.
\]

Since

\[
\left\| \frac{x - x_0}{x_1 - x_0} \int_{x_0}^{x_1} f(s) h \left( \frac{s}{\varepsilon} \right) \, ds \right\|_{L^p(\Omega)} = \left\| \int_{x_0}^{x_1} f(s) h \left( \frac{s}{\varepsilon} \right) \, ds \right\|_{L^p(\Omega)} \left\| \frac{x - x_0}{x_1 - x_0} \right\|_{L^p(\Omega)}
\]

\[
\leq (x_1 - x_0) \left\| \int_{x_0}^{x_1} f(s) h \left( \frac{s}{\varepsilon} \right) \, ds \right\| \to 0
\]

it follows for \( 1 \leq p < \infty \)

\[
\|u^\varepsilon - \tilde{u}^\varepsilon\|_{L^p(\Omega)} = o(\varepsilon).
\]

**Remark 2** Statement (7) is just the lemma of Riemann-Lebesgue.
Let $f$ be a piecewise $H^1$-function, i.e.

$$f = \sum_{k=1}^{N} f_k \chi_{[z_{k-1}, z_k]}$$

with $f_k \in H^1(\Omega_k), \Omega_k := [z_{k-1}, z_k]$ and $x_0 = z_0 < z_1 < \cdots < z_N = x_1$. Then after possibly adding the jump $x \in \Omega$, that means $z_i = x$ for some $i \in \{0, \ldots, N\}$, it follows with $H(y) = \int_0^y h(s) \, ds$

$$|u^\varepsilon(x) - \tilde{u}^\varepsilon_i(x)| \leq \varepsilon \left| \int_{x_0}^x f(s) h \left( \frac{s}{\varepsilon} \right) \, ds - \frac{x-x_0}{x_1-x_0} \int_{x_0}^{x_1} f(s) h \left( \frac{s}{\varepsilon} \right) \, ds \right| + O(\varepsilon^2)$$

$$\leq \varepsilon \left| \int_{x_0}^x f(s) h \left( \frac{s}{\varepsilon} \right) \, ds \right| + \varepsilon \frac{N}{\varepsilon} \left| \int_{z_{k-1}}^{z_k} f_k(s) h \left( \frac{s}{\varepsilon} \right) \, ds \right| + O(\varepsilon^2)$$

$$\leq 2\varepsilon \sum_{k=1}^{N} \left| f_k(s) H \left( \frac{s}{\varepsilon} \right) \right| \int_{z_{k-1}}^{z_k} \frac{df_k}{dx} \left( \frac{s}{\varepsilon} \right) \, ds + O(\varepsilon^2)$$

$$\leq 2\varepsilon^2 \left\| H \right\|_{L^\infty(\mathbb{R})} \left( \sum_{k=1}^{N} (|f_k(z_{k-1})| + |f_k(z_k)|) + \sum_{k=1}^{N} \left\| \frac{df_k}{dx} \right\|_{L^1(\Omega_k)} \right) + O(\varepsilon^2)$$

$$\leq 4N\varepsilon^2 \left\| H \right\|_{L^\infty(\mathbb{R})} \max_{i \in \{1, \ldots, N\}} \| f_i \|_{L^\infty(\Omega)} + O(\varepsilon^2),$$

where the term $O(\varepsilon^2)$ is independent of $x = z_i$. From this it follows

$$\left\| u^\varepsilon - \tilde{u}^\varepsilon_i \right\|_{L^\infty(\Omega)} = O(\varepsilon^2).$$

That proofs the following theorem.

**Theorem 1** Let $\Omega = [x_0, x_1], Y = [0, 1]$. If $f \in L^1(\Omega)$ the corrected first order asymptotic approximation $\tilde{u}^\varepsilon_i$ of $u^\varepsilon$ fulfills

$$u^\varepsilon(x) - \tilde{u}^\varepsilon_i(x) = \varepsilon \left[ \int_{x_0}^x f(s) h \left( \frac{s}{\varepsilon} \right) \, ds - \frac{x-x_0}{x_1-x_0} \int_{x_0}^{x_1} f(s) h \left( \frac{s}{\varepsilon} \right) \, ds \right] + O(\varepsilon^2).$$

with

$$h(y) = \left( A(y) - \frac{y}{\varepsilon^p} \right) - \left( \langle A \rangle_y - \frac{l}{2d^p} \right)$$

$$= \left( \int_y^y \frac{ds}{a(s)} - \frac{y}{\varepsilon^p} \right) - \left( \frac{l}{7} \int_y^y \frac{ds}{a(s)} dy - \frac{l}{2d^p} \right)$$

so that

$$\left\| u^\varepsilon - \tilde{u}^\varepsilon_i \right\|_{L^p(\Omega)} = o(\varepsilon)$$

for all $1 \leq p < \infty$.

For piecewise $H^1$-functions $f$ (especially for step functions) even applies

$$\left\| u^\varepsilon - \tilde{u}^\varepsilon_i \right\|_{L^\infty(\Omega)} = O(\varepsilon^2).$$
2.2 Example

Now we exemplarily verify that the correction of the first order asymptotic expansion \( u^1_\varepsilon \) is necessary to obtain the quadratic convergence proved in theorem 1.

**Example 1** Let \( \Omega = Y = [0, 1] \subset \mathbb{R} \), \( f \equiv \lambda \in \mathbb{R} \) and

\[
a(y) = \frac{1}{2 + \sin(2\pi y)}.
\]

Under the assumption \( \varepsilon = \frac{1}{N} \) follows for the errors

\[
\begin{align*}
    u^\varepsilon(x) - u^0(x) &= \varepsilon \lambda \sin \left( \frac{\pi x}{\varepsilon} \right) \frac{2\pi (1 - 2x) - \varepsilon (2\cos \left( \frac{\pi x}{\varepsilon} \right) + \sin \left( \frac{\pi x}{\varepsilon} \right))}{4\pi^2}, \\
    u^\varepsilon(x) - u^1_\varepsilon(x) &= \varepsilon \lambda 2\pi (1 - 2x) - \varepsilon \left( 1 - \cos \left( \frac{2\pi x}{\varepsilon} \right) + 2\sin \left( \frac{2\pi x}{\varepsilon} \right) \right) \frac{8\pi^2}{8\pi^2}, \\
    u^\varepsilon(x) - \tilde{u}^1_\varepsilon(x) &= -\varepsilon^2 \lambda \frac{1 + \cos \left( \frac{2\pi x}{\varepsilon} \right) - 2\sin \left( \frac{2\pi x}{\varepsilon} \right)}{8\pi^2}
\end{align*}
\]

so that

\[
\begin{align*}
    \| u^\varepsilon(x) - u^0(x) \|_{L^\infty} &= O(\varepsilon), \\
    \| u^\varepsilon(x) - u^1_\varepsilon(x) \|_{L^\infty} &= O(\varepsilon), \\
    \| u^\varepsilon(x) - \tilde{u}^1_\varepsilon(x) \|_{L^\infty} &= O(\varepsilon^2).
\end{align*}
\]

Figure 1 clarifies that the order of magnitude of the error (with respect to the \( L^\infty \)-norm) of the homogenized solution \( u^0 \) is not reduced by adding the term of first order. Furthermore the boundary condition is violated. Only the solution of the correction problem (6) lowers the order of magnitude.

**Remark 3** The order of convergence with respect to the \( H^1 \)-norm is (generally) not affected by the correction.

### 3 Error estimations for elliptic problems

**Definition 2** A *rectangulation* of a domain \( \Omega \subset \mathbb{R}^n \) is a subdivision of \( \Omega \) in \( n \)-rectangles for which any face of any \( n \)-rectangle \( K \) is either a subset of the boundary \( \partial \Omega \), or a face of another \( n \)-rectangle \( K' \).

**Remark 4** For triangulations and rectangulation so called hanging nodes are excluded. For this reason local refinements of rectangulations (which are themselves rectangulations) are strongly limited.
Fig. 1 Analytic solution and error of the approximations in the case of layered media for $\epsilon = 1/4$.

Based on the interpolation theory for finite element spaces ([3], Corollary 4.4.24, p. 110) one can estimate the error of finite element approximations of elliptic boundary problems. To simplify matters the interpolation error bounds are quoted first ($P_m - 1$ denotes the set of polynomials of degree $\leq m - 1$).

**Theorem 2** Let $K_h$ be a non-degenerate family of subdivisions of $\Omega$, i.e. there exists $\rho > 0$ satisfying for all $\tilde{K} \in K_h$ and all $0 < h \leq 1$

$$\text{diam } B_{\tilde{K}} \geq \rho \text{ diam } \tilde{K},$$

where $B_{\tilde{K}}$ is the largest ball contained in $\tilde{K}$ such that $\tilde{K}$ is star-shaped with respect to $B_{\tilde{K}}$. Let the finite element $(K, P, N)$ and $1 \leq p \leq \infty$ satisfy

1. $K$ is star-shaped with respect to some ball,
2. $P_{m-1} \subset P \subset W^{m,\infty}(K),$
3. $N \subset (C^l(K))^l$,
4. (a) $m - l - n \geq 0$, if $p = 1$,
   (b) $m - l - n/p > 0$, if $p > 1$,

for adequate $m$ and $l$. Suppose all finite elements $(\tilde{K}, P_{\tilde{K}}, N_{\tilde{K}}), \tilde{K} \in K_h, 0 < h \leq 1$ are affine interpolation-equivalent to $(K, P, N)$, then for $0 \leq s \leq m$

$$\|u - I_h u\|_{s,p,h} \leq C_{l,m,n,p}h^{m-s}\|u\|_{W^{m,p}(\Omega)}, \quad \forall u \in W^{m,p}(\Omega).$$
Additionally for $0 \leq s \leq l$

$$\|u - I_h u\|_{s, \infty, h} \leq C_{l,m,n,p,p} h^{m-s-n/p} \|u\|_{W^m,p(\Omega)}, \quad \forall u \in W^{m,p}(\Omega).$$

3.1 Dirichlet problems

**Theorem 3** Let $(\mathcal{T}_h)_0<h<1$ be a non-degenerate family of triangulations or rect-

angulations of $\Omega \subset \mathbb{R}^n$ with $C^0$-elements, which satisfy the assumptions of theorem 2 for $p = 2$. If $u$ is the solution of

$$a(u,v) = (f,v)_{H^{-1}(\Omega),H^1_0(\Omega)}, \quad \forall v \in H^1_0(\Omega)$$

for given $f \in H^{-1}(\Omega)$ and $u_h$ is the finite element approximation in

$$V_h = \left\{ v = (v_K)_{K \in \mathcal{T}_h} \in \prod_{K \in \mathcal{T}_h} \mathcal{P}_K \left| \exists u \in H^1_0(\Omega), u|_K \in C^d(K), v_K = I_K u, \forall K \in \mathcal{T}_h \right. \right\},$$

i.e.

$$a(u_h, v_h) = (f,v_h)_{H^{-1}(\Omega),H^1_0(\Omega)}, \quad \forall v_h \in V_h,$$

then $u \in H^m(\Omega)$ implies

$$\|u - u_h\|_{H^1_0(\Omega)} \leq C_{\alpha,\beta,l,m,n,p} h^{m-1} \|u\|_{H^m(\Omega)}.$$

**Proof** The definition assures

$$I_h(H^1_0(\Omega) \cap C^d(\Omega)) \subset V_h.$$ Since $C^0$-elements are used

$$V_h \subset H^1_0(\Omega).$$

Therefore a combination of Theorem 2 and Céa’s theorem yields the statement. \hfill \Box

**Corollary 1** Let $\Omega \subset \mathbb{R}^2$ or $\Omega \subset \mathbb{R}^3$ be a convex polygonal domain, $L = \text{div}(A \nabla \cdot)$

be uniformly elliptic with uniformly Lipschitz continuous coefficient $A$ and $f \in L^2(\Omega)$. If additionally $m = 2$ as well as $l = 0$ in the assumptions of Theorem 2 then

$$\|u - u_h\|_{H^1_0(\Omega)} \leq C_{\alpha,\beta,l,m,n,p} h^{m-1} \|u\|_{H^2(\Omega)} \leq C_{\alpha,\beta,l,m,n,p} h^2 \|f\|_{L^2(\Omega)}.$$

**Proof** The regularity of $u$ is proved in [10] or rather [8], Theorem 3.2.1.2 and Theorem 3.2.1.3 \hfill \Box

**Corollary 2** Under the assumptions of Theorem 3

$$\|u - u_h\|_{L^2(\Omega)} \leq \frac{\beta}{\alpha} h \|u - u_h\|_{H^1_0(\Omega)}.$$

If additionally $f \in L^2(\Omega)$ so that $u \in H^2(\Omega)$, then

$$\|u - u_h\|_{L^2(\Omega)} \leq C_{\alpha,\beta,l,m,n,p} h^2 \|f\|_{L^2(\Omega)}.$$

**Proof** Aubin-Nitsche’s theorem. \hfill \Box
3.2 Periodic boundary conditions

Now the statement of Corollary 2 on periodic boundary conditions will be carried over. In order to use Céa’s theorem, the finite element space $V_h$ must satisfy the condition $V_h \subset V = \{ u \in H^1_{\text{per}}(Y) \,|\, \langle u \rangle_Y = 0 \}$. This leads to the following definition.

**Definition 3** A subdivision $\mathcal{K}$ of $Y \subset \mathbb{R}^n$ is called periodic, iff for all sufficiently regular $Y$-periodic functions $u$ the global interpolation $I_K u$ is also $Y$-periodic.

**Remark 5** The easiest way to obtain a periodic subdivision consists in using “symmetric” rectangle elements: If $K$ is a rectangulation of $Y$ with except for translation identical $C^0$ rectangle elements $K_i = y_i + \sum a_i \cdot \prod b_i$ and if the nodal variables are just evaluations of the function and its derivatives, which are symmetrically distributed with respect to the bisector $\{ x| x_j = (y_i)_j + (b_j - a_j)/2 \}$, then the rectangulation is periodic.

The Bogner-Fox-Schmitt rectangle for instance satisfies this condition. The use of $n$-simplices would also be possible, but not very reasonable, because the domain $Y$ is an $n$-rectangle.

**Theorem 4** Let $u \in V = \{ u \in H^1_{\text{per}}(Y) \,|\, \langle u \rangle_Y = 0 \}$ be a weak solution of

$$
\begin{aligned}
-\text{div}(A \nabla u) &= f \text{ in } Y, \\
&u \text{ } Y-\text{periodisch}, \\
&\langle u \rangle_Y = 0.
\end{aligned}
$$

Let $A \in M(\alpha,\beta,Y)$ be $Y$-periodic, $a_{ij} \in C^{m-2,1}(\overline{Y})$, $f \in H^{m-2}(Y)$ (with $\langle f \rangle_Y = 0$) and let $(\mathcal{K}_h)_{0 < h \leq 1}$ be a non-degenerate family of periodic triangulation or periodic rectangulations of $Y \subset \mathbb{R}^n$, which satisfies the assumptions of Theorem 2 for $p = 2$ and $m \geq 2$. Then the finite element approximation $u_h$ in

$$
V_h = \left\{ v = (v_K)_{K \in \mathcal{K}_h} \in \prod_{K \in \mathcal{K}_h} \mathcal{P}_K \bigg| \langle v \rangle_Y = \sum_{K \in \mathcal{K}_h} \langle v_K \rangle_K = 0,
\exists u \in H^1_{\text{per}}(Y), u|_K \in C^1(K), v_K = I_K u, \forall K \in \mathcal{K}_h \right\}
$$

satisfies the error estimate

$$
\| u - u_h \|_{H^1(Y)} \leq C_{\alpha,\beta,l,m,n,\rho,Y} h^{m-1} |u|_{H^m(Y)} \leq C_{\alpha,\beta,l,m,n,\rho,Y} h^{m-1} \| f \|_{H^{m-2}(Y)},
$$

where

$$
M = \max \left\{ \| a_{ij} \|_{C^{m-2,1}(\overline{Y})} \right\}.
$$

**Proof** The regularity of the diffusion coefficient and the source yield $u \in H^m(Y)$ with

$$
\| u \|_{H^m(Y)} \leq C_{n,\alpha,M,Y} \| f \|_{H^{m-2}(Y)}.
$$
Theorem 2 implies for the global interpolation $I_h u$

$$\|u - I_h u\|_{H^1(Y)} \leq C_{l,m,n,p} h^{m-1} |u|_{H^m(Y)},$$
$$\|u - I_h u\|_{L^2(Y)} \leq C_{l,m,n,p} h^m |u|_{H^m(Y)}.$$

Since $(u)_Y = 0$ and $\|\cdot\|_{L^1(Y)} \leq C_Y |\cdot|_{L^2(Y)} ([1], Theorem 2.14, p. 28) with $\tilde{I}_h u = I_h u - (I_h u)_Y$, it follows

$$\|u - \tilde{I}_h u\|_{H^1(Y)} = \|u - I_h u + (I_h u)_Y\|_{H^1(Y)}$$
$$\leq \|u - I_h u\|_{H^1(Y)} + \|(I_h u)_Y\|_{H^1(Y)}$$
$$= \|u - I_h u\|_{H^1(Y)} + |Y| \|u - I_h u\|_{L^1(Y)}$$
$$\leq \|u - I_h u\|_{H^1(Y)} + C_Y \|u - I_h u\|_{L^2(Y)}$$
$$\leq C_{l,m,n,p,Y} |h|^{m-1} |u|_{H^m(Y)}.$$

As a complete subspace of $H^1(Y)$ ($V, \|\cdot\|_{H^1(Y)}$) is a Hilbert space. Due to $V_h \subset V$ Céa’s theorem yields

$$\|u - u_h\|_{H^1(Y)} \leq \frac{\beta}{\alpha} \inf_{v_h \in V_h} \|u - v_h\|_{H^1(Y)},$$
thus the statement follows from $\tilde{I}_h u \in V_h$.

**Theorem 5** Under the assumptions of Theorem 4 for $m = 2$ without $f \in L^2(Y)$ follows

$$\|u - u_h\|_{L^2(Y)} \leq C_{\alpha, \beta, l, m, n, p, M} h^2 \|u - u_h\|_{H^1(Y)}.$$

**Proof** Let

$$H = \{u \in L^2(Y) | (u)_Y = 0\}.$$ 

Since $L^2(Y) = \overline{C_0(Y)}$ with respect to $\|\cdot\|_{L^2(Y)} ([1], Corollary 2.30, p. 38), so particularly $L^2(Y) = H_{\text{per}}^1(Y)$, follows $H = \overline{V}$: Let $u_i \in H_{\text{per}}^1(Y)$ be a sequence with $u_i \to u \in H$ in $L^2(Y)$. Since $|(u_i - u)_Y| \leq \|u_i - u\|_{L^1(Y)} \leq C_Y \|u_i - u\|_{L^2(Y)} \to 0$ ([1], Theorem 2.14, p. 28), it follows $(u_i)_Y \to (u)_Y = 0$. Defining $v_i := u_i - (u_i)_Y \in V$ yields $\|v_i - u\|_{L^2(Y)} \leq \|v_i - u\|_{L^2(Y)} + |Y| \|(u_i)_Y\| \to 0$.

Aubin-Nitsche’s theorem and theorem 4 then imply the statement.

**Corollary 3** If in addition to the assumptions of Theorem 5 the source satisfies $f \in L^2(Y)$ (with $(f)_Y = 0$), then even

$$\|u - u_h\|_{L^2(Y)} \leq C_{\alpha, \beta, l, m, n, p, M} h^2 \|f\|_{L^2(Y)}.$$

**Proof** Reapplication of Theorem 4.

**Remark 6** In the case of $m > 2$ the quadratic convergence (with respect to the $L^2$-norm) follows directly from Theorem 4.
Remark 7 If the coefficient satisfies $a_{ij} \in C^{m-2,1}(\overline{Y}) \cap H^{m-1}(Y)$ Theorem 4 implies for an adequate finite element approximation $\chi_{i,h}$ of the solution $\chi_i$ of the cell-problems (5)

$$
\|\chi_i - \chi_{i,h}\|_{H^1(Y)} \leq C_{\alpha,\beta,l,m,n,p,M,Y} h^{m-1} \|\text{div} A^i\|_{H^{-2}(Y)},
$$

where $A^i = (a_{1i}, \ldots, a_{mi})$ is the $i$-th column of $A$. Corollary 3 additionally implies for $m = 2$

$$
\|\chi_i - \chi_{i,h}\|_{L^2(Y)} \leq C_{\alpha,\beta,l,m,n,p,M,Y} h^2 \|\text{div} A^i\|_{L^2(Y)}.
$$

4 Finite element approximation

In this section the finite element spaces will be chosen so that a potential analytic quadratic $L^2$-convergence of the corrected first order asymptotic expansion carries over to the finite element approximation.

Theorem 1 states the quadratic $L^2$-convergence in the one-dimensional case. The following numeric analysis will be an indication under which assumption on the coefficient and source quadratic $L^2$-convergence of the corrected first order asymptotic expansion can be expected in the two-dimensional case.

Because of the $C^\infty$-regularity of the boundary and the compact embedding $H^1(\Omega) \subset C^0(\overline{\Omega})$ the one-dimensional case is considerably easier to treat. Therefore the following analysis will be restricted to the two-dimensional case and a comparison of the corresponding results for the one-dimensional case.

For the calculation of the finite element approximations of the first order asymptotic expansion, the correction and the solution of the original problem the finite element spaces of Table 1 will be used. At the moment it is not clear, why one should use these finite element spaces. Despite of that it is useful to take a look at the notation.

4.1 First order asymptotic approximation

At first the difference between the first order asymptotic expansion $u_1^\varepsilon$ and its finite element approximation will be estimated. Therefore it is mandatory to analyse the influence of using the finite element approximations $\chi_{i,h}$ on the homogenized diffusion coefficient $A^0$.

The first error arises at interpolating $A = (a_{ij}) \in M(\alpha,\beta,Y)$. Suppose $(K_h)$ is a non-degenerate family of subdivisions of $Y$, then Theorem 2 implies for the interpolation $A^i_h$ of $A \in H^4(Y)$ using cubic Lagrange elements

$$
\|A - A^i_h\|_{L^\infty} \leq C_{\rho} \bar{h}^3 |A|_{H^4(Y)}.
$$

Hence for sufficiently small $\bar{h} > 0$

$$
(A^i_h(y) \lambda, \lambda) \geq \frac{\alpha}{2} \|\lambda\|^2_2.
$$
### Table 1 Description of the used finite element spaces.

<table>
<thead>
<tr>
<th>$\Omega$</th>
<th>$\mathcal{Y}$</th>
<th>$\epsilon \mathcal{Y}$</th>
<th>$\epsilon \Omega$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Finite element spaces on the unit cell</td>
<td>Finite element spaces on $\Omega$</td>
<td>Finite element spaces on $\Omega$</td>
<td></td>
</tr>
<tr>
<td>$- (\mathcal{K}<em>h)</em>{0 \leq h \leq 1}$: non-degenerate family of periodic rectangulations with bi-cubic rectangular elements for interpolating the diffusion coefficient $A \in M(\alpha, \beta, Y)$,</td>
<td>$- (\mathcal{K}<em>H)</em>{0 \leq H \leq 1}$: non-degenerate family of bi-cubic rectangulations for interpolating the source $f \in H^{-1}(\Omega)$,</td>
<td>$- (\mathcal{T}<em>h)</em>{0 \leq h \leq 1}$: non-degenerate family of triangulations with quadratic triangular elements for approximating the correction $\nu_0^\epsilon$,</td>
<td></td>
</tr>
<tr>
<td>$- (\mathcal{K}<em>\tilde{h})</em>{0 \leq \tilde{h} \leq 1}$: quasi-uniform family of periodic rectangulations with Bogner-Fox-Schmitt rectangles or Hermite elements (in the one-dimensional case) for approximating the cell-solutions $\chi_\ell$.</td>
<td>$- (\mathcal{K}<em>\tilde{H})</em>{0 \leq \tilde{H} \leq 1}$: quasi-uniform family of rectangulations with Bogner-Fox-Schmitt rectangles or Hermite elements (in the one-dimensional case) for approximating the homogenized solution $u^0$,</td>
<td>$- (\mathcal{K}<em>h)</em>{0 \leq h \leq 1}$: quasi-uniform family of rectangulations with bi-quadratic rectangular elements for approximating the solution $u^\epsilon$ of the original problem.</td>
<td></td>
</tr>
</tbody>
</table>
This makes it possible to estimate the error of the finite element approximation \( \chi_{i,h} \) in consequence of interpolating the diffusion coefficient. Let \( \tilde{\chi}_{i,h} \) be the finite element approximation of the differential equation with interpolated diffusion coefficient. Since

\[
- \text{div}(A_h \nabla (\chi_{i,h} - \tilde{\chi}_{i,h})) = - \text{div}((A_{h} - A) \nabla \chi_{i,h} + (A - A_{h})e_i)
\]

it follows using (10)

\[
\| \chi_{i,h} - \tilde{\chi}_{i,h} \|_{H^1(Y)} \leq \frac{2}{\alpha} \| \text{div}((A_{h} - A) \nabla \chi_{i,h} + (A - A_{h})e_i) \|_{(\mathcal{W}^0_{\text{per}}(Y))'}
\]

\[
\leq \frac{2}{\alpha} \| (A_{h} - A) \nabla \chi_{i,h} + (A - A_{h})e_i \|_{L^2(Y)}
\]

\[
\leq \frac{2}{\alpha} \left( \| A_{h} - A \|_{L^\infty(Y)} \big\| \chi_{i,h} \big\|_{H^1(Y)} + \| A - A_{h} \|_{L^2(Y)} \right)
\]

\[
\leq C_{\alpha,\beta,Y} \tilde{h}^3 |A|_{H^4(Y)}.
\]

For measuring the error of \( \tilde{\chi}_{i,h} \) concerning the analytic solution \( \chi_i \) only an estimation for the error of \( \chi_{i,h} \) lacks.

For this the use of an inverse estimate will be necessary, which in turn requires an affine family of finite element spaces. Since also the \( C^1 \)-differentiability of the finite element approximation will be needed, one automatically arrives at using Bogner-Fox-Schmitt elements ([4], Theorem 2.2.15, p. 77 and p. 85), which are normally used for fourth-order elliptic problems on rectangular domains. Therefore the cell-solutions \( \chi_i \) have to satisfy higher regularity conditions:

\[
\chi_i \in H^4(\Omega).
\]

This is true for \( A \in C^{2,1}(\bar{\Omega}) \cap H^3(Y) \).

For a quasi-uniform family \( (\chi_{h})_{0 \leq h \leq 1} \) of periodic rectangulations with Bogner-Fox-Schmitt elements the Theorems 2 and 4 yield

\[
\| \chi - I_h \chi \|_{H^1(Y)} \leq C_P \tilde{h}^3 |\chi|_{H^4(Y)},
\]

\[
\| \chi - \chi_h \|_{H^1(Y)} \leq C_{\alpha,\beta,Y} \tilde{h}^3 |\chi|_{H^4(Y)}.
\]

Since the subdivision is especially quasi-uniform, the inverse estimate stated in [3], Theorem 4.5.11, p. 112, even implies

\[
\| \chi - \tilde{\chi}_{h} \|_{W^{1,\infty}(Y)} \leq C_{\alpha,\beta,Y} \tilde{h}^2 |\chi|_{H^4(Y)} + C_{\alpha,\beta,Y} \frac{\tilde{h}^3}{h} |A|_{H^4(Y)}.
\]

The next step consists in determining how this error influences the calculation of the homogenized diffusion coefficient. Let

\[
\hat{a}_{ik}^0 = \left\langle a_{ij,h} \delta_{jk} + a_{ij,h} \frac{\partial \tilde{\chi}_{kh}}{\partial y_j} \right\rangle_y
\]
be the components of the homogenized diffusion coefficient, calculated using the finite element approximation $\tilde{\chi}_{k,h}$ as well as the interpolation $a_{ij,h}$ of the diffusion coefficient $a_{ij}$ with cubic Lagrange elements. Then

$$a_{ik}^0 - a_{ik}^0 = \langle a_{ik} - a_{ik,h} \rangle_Y + \left( a_{ij,h} \frac{\partial (\chi_k - \tilde{\chi}_{k,h})}{\partial y_j} \right)_Y + \left( (a_{ij} - a_{ij,h}) \frac{\partial \chi_k}{\partial y_j} \right)_Y,$$

so

$$|Y| \cdot |a_{ik}^0 - a_{ik}^0| \leq \left\| a_{ik} - a_{ik,h} \right\|_{L^1(Y)} + \left\| A_{i,h} \right\|_{L^2(Y)} \left\| \chi_k - \tilde{\chi}_{k,h} \right\|_{H^1(Y)} + \left\| A_i - A_{i,h} \right\|_{L^2(Y)} \left\| \chi_k \right\|_{H^1(Y)} +$$

$$\left\| A_i \right\|_{L^2(Y)} \left\| \chi_k - \tilde{\chi}_{k,h} \right\|_{H^1(Y)} + \left\| A_i - A_{i,h} \right\|_{L^2(Y)} \left\| \chi_k \right\|_{H^1(Y)} \leq C_{p,Y} h^3 |A|_{H^4(Y)} \left( 1 + \left\| \chi \right\|_{H^1(Y)} \right) + C_{\alpha,\beta,p,Y} h^3 |\chi|_{H^4(Y)} (C_{p,Y} h^3 |A|_{H^4(Y)} + \left\| A \right\|_{L^2(Y)}) \leq C_{p,Y} h^3 |A|_{H^4(Y)} + C_{\alpha,\beta,p,Y} h^3 |\chi|_{H^4(Y)},$$

where $A_i = (a_{i1}, \ldots, a_{in})$. Using the norm $\left\| A \right\|_G = n \cdot \max_{i,j=1,\ldots,n} |a_{ij}|$ (which is consistent with the Euclidean norm) follows immediately

$$\left\| A^0 - \tilde{A}^0 \right\|_G \leq C_{p,Y} h^3 |A|_{H^4(Y)} + C_{\alpha,\beta,p,Y} h^3 |\chi|_{H^4(Y)}.$$

According to [5], Proposition 6.12, p. 118, for $A \in M(\alpha,\beta,Y)$ exists an $\alpha_0 > 0$ with $(A^0,\lambda,\lambda) \geq \alpha_0 \|\lambda\|_2^2$. Hence for sufficiently small $\tilde{h}, \hat{h} > 0$

$$(\tilde{A}^0,\lambda,\lambda) \geq \frac{\alpha_0}{2} \|\lambda\|_2^2.$$

The last two results make it possible to determine the difference of the analytic solution $u^0$ of the homogenized equation and the finite element approximation of the erroneous homogenized equation. Let $\tilde{u}^0$ be the solution of the homogenized equation with erroneous diffusion coefficient $\tilde{A}^0$ and $\bar{u}_{h}^0$ be the finite element approximation of $\tilde{u}^0$, i.e.

$$\int_{\Omega} \tilde{A}^0 \nabla \tilde{u}_{h}^0 \cdot \nabla v dx = \int_{\Omega} f_{\tilde{h}} v dx$$

for all $v \in V_{h}$, where $f_{\tilde{h}}$ is the interpolation of $f$ with bi-quadratic rectangular elements of a non-degenerate family $(\mathcal{K}_{\tilde{h}})_{0 \leq \tilde{h} \leq 1}$ of rectangulations.

From

$$\text{div} (\tilde{A}^0 \nabla (u^0 - \tilde{u}^0)) = \text{div} (\tilde{A}^0 \nabla u^0) = \text{div} ((\tilde{A}^0 - A^0) \nabla u^0)$$
it follows according to [5], theorem 4.16, p. 72 and equation (12)

\[ \| u^0 - \tilde{u}_H^0 \|_{H^1_0(\Omega)} \leq \frac{2}{\alpha_0} \| \text{div}(\tilde{A}^0 - A^0) \nabla u^0 \|_{H^{-1}(\Omega)} \leq \frac{2}{\alpha_0} \| (\tilde{A}^0 - A^0) \nabla u^0 \|_{L^2(\Omega)} \]

\[ \leq \frac{2}{\alpha_0} \| A^0 - \tilde{A}^0 \|_G \| u^0 \|_{H^1_0(\Omega)} \]

\[ \leq \left( C_{0,\rho,\gamma,\chi} \tilde{h}^3 |A|_{H^4(\gamma)} + C_{\alpha,\beta,\rho,\gamma,A} \tilde{h}^3 |\chi|_{H^4(\gamma)} \right) \| u^0 \|_{H^1_0(\Omega)}. \]

The (analytic) solution of

\[ \begin{cases} - \text{div}(\tilde{A}^0 \nabla \tilde{u}_H^0) = f_H & \text{in } \Omega, \\ \tilde{u}_H^0 = 0 & \text{on } \partial \Omega \end{cases} \]

satisfies

\[ - \text{div}(\tilde{A}^0 \nabla (u^0 - \tilde{u}_H^0)) = f - f_H. \]

Therefore Theorem 2 yields for \( f \in H^2(\Omega) \)

\[ \| u^0 - \tilde{u}_H^0 \|_{H^1_0(\Omega)} \leq \frac{2}{\alpha_0} \| f - f_H \|_{H^{-1}(\Omega)} \leq \frac{2}{\alpha_0} \| f - f_H \|_{L^2(\Omega)} \leq C_{\alpha,\beta,p,A} \tilde{H}^2 \| f \|_{H^2(\Omega)}. \]

Finally Corollary 1 yields

\[ \| \tilde{u}_H^0 - u^0 \|_{H^1_0(\Omega)} \leq C_{\alpha,\beta,p,A,\Omega} \tilde{H} \| f \|_{L^2(\Omega)}. \]

From this we have

**Theorem 6** Let \( \Omega \subset \mathbb{R}^2 \) be a convex domain, which can be subdivided into rectangles, \( f \in H^2(\Omega) \) and \( A \in C^{2,1}(\bar{\Omega}) \cap H^4_{\text{per}}(Y) \). Then using the finite element spaces of Table 1 yields

\[ \| u^0 - u_H^0 \|_{H^1_0(\Omega)} \leq C_{\alpha,\beta,p,Y,\chi} \tilde{h}^3 |A|_{H^4(\gamma)} \| u^0 \|_{H^1_0(\Omega)} + \]

\[ C_{\alpha,\beta,p,Y,A} \tilde{h}^3 |\chi|_{H^4(\gamma)} \| u^0 \|_{H^1_0(\Omega)} + \]

\[ C_{\alpha,\beta,p,A,\Omega} \tilde{H}^2 \| f \|_{H^2(\Omega)} + C_{\alpha,\beta,p,A,\Omega} \tilde{H} \| f \|_{L^2(\Omega)}. \]

Using the last theorem one gets

**Theorem 7** Under the assumptions of Theorem 6

\[ \left\| \chi \left( \frac{x}{\tilde{e}} \right) \nabla u^0(x) - \tilde{\chi}_h \left( \frac{x}{\tilde{e}} \right) \nabla \tilde{u}_H^0(x) \right\|_{L^2(\Omega)} \]

\[ \leq C_{\alpha,\beta,p,Y,A,\chi,\tilde{u}^0} \left( \tilde{h}^2 + \frac{\tilde{h}^3}{\tilde{h}} + \tilde{H}^2 + H \right). \]
Proof Using the $L^\infty$-estimate (see (11))

$$\|\chi - \tilde{\chi}_h\|_{L^\infty(\Omega)} \leq C_{\alpha, \beta, \rho, Y} \frac{\tilde{h}^3}{h} |\chi|_{H^4(\Omega)} + C_{\alpha, \rho, Y} \frac{\tilde{h}^3}{h} |A|_{H^4(\Omega)}$$

yields

$$\left\| \chi \left( \frac{x}{\varepsilon} \right) \nabla u^0(x) - \tilde{\chi}_h \left( \frac{x}{\varepsilon} \right) \nabla \tilde{u}_H^0(x) \right\|_{L^2(\Omega)}$$

$$= \left\| \chi \left( \frac{x}{\varepsilon} \right) (\nabla u^0(x) - \nabla \tilde{u}_H^0(x)) + \left( \chi \left( \frac{x}{\varepsilon} \right) - \tilde{\chi}_h \left( \frac{x}{\varepsilon} \right) \right) \nabla \tilde{u}_H^0(x) - \nabla u^0 \right\|_{L^2(\Omega)}$$

$$\leq \|\chi\|_{L^\infty(\Omega)} \left\| \nabla u^0 - \nabla \tilde{u}_H^0 \right\|_{L^2(\Omega)} + \|\chi - \tilde{\chi}_h\|_{L^\infty(\Omega)} \left\| \nabla \tilde{u}_H^0 - \nabla u^0 \right\|_{L^2(\Omega)} +$$

$$\leq C_{\alpha, \beta, \rho, Y} \frac{\tilde{h}^3}{h} |A|_{H^4(\Omega)} \|u^0\|_{H^1_0(\Omega)} + C_{\alpha, \beta, \rho, Y, \alpha, \chi} \frac{\tilde{h}^3}{h} |\chi|_{H^4(\Omega)} \|u^0\|_{H^1_0(\Omega)} +$$

$$C_{\alpha, \beta, \rho, Y, \alpha, \chi, \Omega} \tilde{h}^2 \|f|_{H^2(\Omega)} + C_{\alpha, \beta, \rho, \alpha, \chi, \Omega} H \|f\|_{L^2(\Omega)} +$$

$$\left( C_{\alpha, \beta, \rho, H} \tilde{h}^2 |\chi|_{H^4(\Omega)} + C_{\alpha, \rho, Y, \alpha, \chi} \frac{\tilde{h}^3}{h} |A|_{H^4(\Omega)} \right) \left( C_{\alpha, \beta, \rho, Y} \frac{\tilde{h}^3}{h} |A|_{H^4(\Omega)} \|u^0\|_{H^1_0(\Omega)} +$$

$$C_{\alpha, \beta, \rho, \alpha, \chi} \frac{\tilde{h}^3}{h} |\chi|_{H^4(\Omega)} \|u^0\|_{H^1_0(\Omega)} +$$

$$C_{\alpha, \beta, \rho, \alpha, \chi} \tilde{h}^2 \|f|_{H^2(\Omega)} + C_{\alpha, \beta, \rho, \alpha, \chi} H \|f\|_{L^2(\Omega)} + \|u^0\|_{H^1(\Omega)} \right)$$

$$\leq C_{\alpha, \beta, \rho, Y, \alpha, f, \chi, u^0} \left( \tilde{h}^2 + \frac{\tilde{h}^3}{h} + \tilde{h}^2 + H \right).$$

4.2 Original problem

It follows from the above and Corollary 2.

**Theorem 8** Under the assumptions of Theorem 6

$$\left\| u^\varepsilon - u^0 + \varepsilon \chi \left( \frac{x}{\varepsilon} \right) \nabla u^0(x) \right\|_{L^2(\Omega)} = O(\varepsilon^2),$$

if and only if

$$\left\| u^\varepsilon - \tilde{u}_H^0 + \varepsilon \tilde{\chi}_h \left( \frac{x}{\varepsilon} \right) \nabla \tilde{u}_H^0(x) \right\|_{L^2(\Omega)} = O(\varepsilon^2)$$

for $\tilde{h} = \tilde{h} = H = \tilde{H} = \varepsilon$.

In the one-dimensional case the following result can be proven.
Theorem 9 Suppose $\Omega \subset \mathbb{R}$ be an interval, $a \in C^{2,1}(\mathcal{Y}) \cap H^4_{\text{per}}(\mathcal{Y}) \subset C^3_{\text{per}}(\mathcal{Y})$ and $f \in H^2(\Omega) \subset C^1(\Omega)$, then using the finite element spaces of Table 1 yields

$$
\left\| u^\varepsilon - u^0 + \varepsilon \chi \left( \frac{x}{\varepsilon} \right) \frac{du^0}{dx} \right\|_{L^2(\Omega)} = O(\varepsilon^2),
$$

iff

$$
\left\| u^\varepsilon - \tilde{u}_H^0 + \varepsilon \tilde{\chi}_h \left( \frac{x}{\varepsilon} \right) \frac{d\tilde{u}_H^0}{dx} \right\|_{L^2(\Omega)} = O(\varepsilon^2)
$$

for $\tilde{h} = \tilde{h} = H = \tilde{H} = \varepsilon$.

Remark 8 Of course, it would be interesting to estimate the error $\| u^\varepsilon - u^0 \|_{L^2(\Omega)}$ in order to be able to adjust the parameter $h$ appropriately in the numeric analysis. Though according to Corollary 2

$$
\| u^\varepsilon - u^0 \|_{L^2(\Omega)} \leq C_{\alpha, \beta, \rho, A^0} h^2 \| f \|_{L^2(\Omega)},
$$

this is not possible since the dependency of the constant $C_{\alpha, \beta, \rho, A^0, \Omega}$ on $\varepsilon$ is unknown. At least in the one-dimensional case it can be proven that $C_{\alpha, \beta, \rho, A^0, \Omega} = O(\varepsilon^{-1})$.

4.3 Correction

Now only the last term, i.e. the correction, has to be analysed. Therefore it is useful to estimate $\| \chi \left( \frac{x}{\varepsilon} \right) \nabla u^0(x) - \tilde{\chi}_h \left( \frac{x}{\varepsilon} \right) \nabla \tilde{u}_H^0(x) \|_{H^1(\Omega)}$. For this to be defined one has to suppose $\chi \left( \frac{x}{\varepsilon} \right) \nabla u^0(x), \tilde{\chi}_h \left( \frac{x}{\varepsilon} \right) \nabla \tilde{u}_H^0(x) \in H^1(\Omega)$. A sufficient condition would be the following properties of the homogenized solution $u^0$, the vector $\chi$ of the cell-solutions as well as the corresponding finite element approximations $\tilde{u}_H^0$ and $\tilde{\chi}_h$

$$
u^0, \tilde{u}_H^0 \in H^2(\Omega), \quad \chi, \tilde{\chi}_h \in W^{1,\infty}.
$$

While this is true for $\chi$ and $\tilde{\chi}_h$, $u^0$ satisfies this assumption according to [10] respectively [8], theorem 3.2.1.2 and theorem 3.2.1.3. The assumption on $\tilde{u}_H^0$ requires using $C^1$ finite elements. Since again an inverse estimate will be used, the family of finite elements spaces has to be affine. All these conditions are satisfied by the Bogner-Fox-Schmitt element. For this to be defined one has to impose the condition $u^0 \in H^4(\Omega)$.

Since $u^0$ satisfies this condition normally only if $\partial \Omega$ is a $C^4$-boundary ([6], Theorem 5, p. 323), the usage of Bogner-Fox-Schmitt elements has to be critically considered, because domains, which are made up of rectangles do not possess a $C^4$-boundary. Therefore the following should only be considered as motivation for the choice of the finite element spaces.
Theorem 2 yields for a non-degenerate family \((K_H)\) of rectangulations with Bogner-Fox-Schmitt elements,
\[
\|u^0 - I_H u^0\|_{H^2(Y)} \leq C \rho H^2 \|u^0\|_{H^4(Y)}, \\
\|u^0 - I_H u^0\|_{H^1(Y)} \leq C \rho H^3 \|u^0\|_{H^4(Y)}.
\]

From this with Ceá’s theorem it follows that
\[
\|u^0 - u_H^0\|_{H^1(Y)} \leq C_{\alpha, \beta, \rho} H^3 \|u^0\|_{H^4(Y)}.
\]

The inverse estimate ([3], theorem 4.5.11, p. 112) implies for a quasi-uniform subdivision
\[
\|u^0_H - I_H u^0\|_{H^2(Y)} \leq C \rho \|u_H^0 - I_H u^0\|_{H^1(Y)}.
\]

Therefore
\[
\|u^0 - u_H^0\|_{H^2(Y)} \leq C_{\alpha, \beta, \rho} H^2 \|u^0\|_{H^4(Y)}.
\]

**Theorem 10** Let \(\Omega \subset \mathbb{R}^2\) be a rectangle, \(A \in C^{2,1}(\overline{Y}) \cap H_{per}^4(Y)\) and \(f \in H^3(\Omega)\), then using the finite element spaces of Table 1 yields
\[
\|u^0_H - \tilde{u}_H^0\|_{H^2_0(\Omega)} \leq C_{\alpha, \beta, \rho, \gamma, \lambda, \mu} \frac{h}{H} |A|_{H^4(Y)} + \\
C_{\alpha, \beta, \rho, \gamma, \lambda, \mu} \frac{h}{H} |\chi|_{H^4(Y)} + C_{\alpha, \beta, \rho} H^3 |f|_{H^3(\Omega)},
\]
\[
\|u^0_H - \tilde{u}_H^0\|_{H^2(\Omega)} \leq C_{\alpha, \beta, \rho, \gamma, \lambda, \mu} \frac{h}{H} |A|_{H^4(Y)} + \\
C_{\alpha, \beta, \rho, \gamma, \lambda, \mu} \frac{h}{H} |\chi|_{H^4(Y)} + C_{\alpha, \beta, \rho} H^2 |f|_{H^3(\Omega)}.
\]

**Proof** Since
\[
-\text{div}(\tilde{A}^0 \nabla (u^0_H - \tilde{u}_H^0)) = -\text{div}((\tilde{A}^0 - A^0)\nabla u^0_H + f - f_H)
\]
the first part of the statement follows from estimate (12). The second part is just an application of the inverse estimate ([3], theorem 4.5.11, p. 112). \(\square\)

From this it follows

**Theorem 11** Let \(\Omega \subset \mathbb{R}^2\) be a rectangle, \(A \in C^{2,1}(\overline{Y}) \cap H_{per}^4(Y)\) and \(f \in H^3(\Omega)\), then using the finite element spaces of Table 1 with \(\hat{h} = h = H = \hat{H} = \varepsilon\) yields for \(u^0 \in H^4(\Omega)\)
\[
\|\chi \left( \frac{x}{\varepsilon} \right) \nabla u^0(x) - \tilde{\chi}_h \left( \frac{x}{\varepsilon} \right) \nabla \tilde{u}_H^0(x)\|_{H^1(\Omega)} = O(\varepsilon).
\]

**Proof**
\[
\|\chi \left( \frac{x}{\varepsilon} \right) \nabla u^0(x) - \tilde{\chi}_h \left( \frac{x}{\varepsilon} \right) \nabla \tilde{u}_H^0(x)\|_{H^1(\Omega)} = \|\chi \left( \frac{x}{\varepsilon} \right) (\nabla u^0(x) - \nabla \tilde{u}_H^0(x)) + \\
(\chi - \tilde{\chi}_h) \left( \frac{x}{\varepsilon} \right) \nabla u^0_H(x) + \tilde{\chi}_h \left( \frac{x}{\varepsilon} \right) (\nabla \tilde{u}_H^0(x) - \nabla \tilde{u}_H^0(x))\|_{H^1(\Omega)} = O(\varepsilon).
\]
\(\square\)
**Theorem 12** The solution \( v_0^e \) of the correction problem

\[
\begin{cases}
- \text{div}(A^0 \nabla v_0^e) = 0 & \text{in } \Omega, \\
v_0^e = -\varepsilon \chi \left( \frac{x}{\varepsilon} \right) \nabla u^0(x) & \text{on } \partial \Omega
\end{cases}
\]

and the finite element approximation \( \tilde{v}_{0,\tilde{H}}^e \) of the solution \( v_0^e \) of the problem

\[
\begin{cases}
- \text{div}(\tilde{A}^0 \nabla \tilde{v}_{0,\tilde{H}}^e) = 0 & \text{in } \Omega, \\
\tilde{v}_{0,\tilde{H}}^e = -\varepsilon \tilde{\chi}_h \left( \frac{x}{\varepsilon} \right) \nabla \tilde{u}_H^0(x) & \text{on } \partial \Omega
\end{cases}
\]

satisfy using the finite element spaces of table 1 with \( \tilde{h} = h = H = \tilde{H} = \varepsilon \)

\[
\left\| v_0^e - \tilde{v}_{0,\tilde{H}}^e \right\|_{L^2(\Omega)} = O \left( \varepsilon^2 + \left\| v_0^e - \tilde{v}_{0,\tilde{H}}^e \right\|_{L^2(\Omega)} + \varepsilon^3 \left\| v_0^e - \tilde{v}_{0,\tilde{H}}^e \right\|_{H^1(\Omega)} \right).
\]

Thereby \( \mathcal{T}_{\tilde{h}} \) must be chosen such that the boundary conditions \( \varepsilon \chi \left( \frac{x}{\varepsilon} \right) \nabla u^0(x) \) and \( \varepsilon \tilde{\chi}_h \left( \frac{x}{\varepsilon} \right) \nabla \tilde{u}_H^0(x) \) can be described in \( \mathcal{T}_{\tilde{h}} \).

**Proof** Let \( \tilde{v}_{0,\tilde{H}}^e \) be the solution of

\[
\begin{cases}
- \text{div}(\tilde{A}^0 \nabla \tilde{v}_{0,\tilde{H}}^e) = 0 & \text{in } \Omega, \\
\tilde{v}_{0,\tilde{H}}^e = -\varepsilon \tilde{\chi}_h \left( \frac{x}{\varepsilon} \right) \nabla \tilde{u}_H^0(x) & \text{on } \partial \Omega.
\end{cases}
\]

From

\[
\text{div}(\tilde{A}^0 \nabla (v_{0,\tilde{H}}^e - \tilde{v}_{0,\tilde{H}}^e)) = \text{div}((\tilde{A}^0 - A^0) \nabla v_{0,\tilde{H}}^e)
\]

follows with estimate (12)

\[
\left\| v_{0,\tilde{H}}^e - \tilde{v}_{0,\tilde{H}}^e \right\|_{H^1(\Omega)} 
\leq C_{\alpha_0,\beta_0} \| A^0 - \tilde{A}^0 \|_G \left( \left\| \varepsilon \chi \left( \frac{x}{\varepsilon} \right) \nabla u^0(x) \right\|_{H^1(\Omega)} + \left\| v_0^e - \tilde{v}_{0,\tilde{H}}^e \right\|_{H^1(\Omega)} \right) 
= O \left( \varepsilon^3 + \varepsilon^3 \left\| v_0^e - \tilde{v}_{0,\tilde{H}}^e \right\|_{H^1(\Omega)} \right).
\]

For \( u^0 \in H^4(\Omega) \) and \( \tilde{h} = h = H = \tilde{H} = \varepsilon \)

\[
\left\| \tilde{v}_{0,\tilde{H}}^e - v_{0,\tilde{H}}^e \right\|_{H^1(\Omega)} 
\leq C_{\alpha_0,\beta_0} \left( \left\| \varepsilon \chi \left( \frac{x}{\varepsilon} \right) \nabla u^0(x) - \varepsilon \tilde{\chi}_h \left( \frac{x}{\varepsilon} \right) \nabla \tilde{u}_H^0(x) \right\|_{H^1(\Omega)} \right) 
= O(\varepsilon^2).
\]

A simple application or the triangle inequality proves the statement. \( \square \)

**Remark 9** The last theorem suggests the usage of a locally refined grid for the correction problem.
Corollary 4 Let $\Omega \subset \mathbb{R}^2$ be a rectangle, $A \in C^{2,1}(\overline{Y}) \cap H^4_{\text{per}}(Y)$ and $f \in H^3(\Omega)$. Suppose $u^0 \in H^4(\Omega)$, then using the finite element spaces of Table 1 with $\tilde{h} = \tilde{h} = H = \tilde{H} = \varepsilon$ and appropriate $T_{\tilde{H}}$ yields
\[ \|u^\varepsilon - u^0 + \varepsilon \chi \left( \frac{x}{\varepsilon} \right) \nabla u^0(x) + v^0(x)\|_{L^2(\varepsilon)} = O(\varepsilon^2), \]
iff
\[ \|u^\varepsilon - \tilde{u}^0_H + \varepsilon \tilde{\chi}_{\tilde{h}} \left( \frac{x}{\varepsilon} \right) \nabla \tilde{u}^0_H(x) + \bar{v}^0_{0,\tilde{H}}(x)\|_{L^2(\varepsilon)} = O(\varepsilon^2). \]

Proof Application of the last theorems. \qed

In the one-dimensional case the $H^4$-regularity of $u^0$ is satisfied without further assumption. Therefore

Corollary 5 Let $\Omega \subset \mathbb{R}$ be an interval, $a \in C^{2,1}(\overline{Y}) \cap H^4_{\text{per}}(Y)$ and $f \in H^3(\Omega)$, then using the finite element spaces of Table 1 with $\tilde{h} = \tilde{h} = H = \tilde{H} = \varepsilon$ yield
\[ \|u^\varepsilon - u^0 + \varepsilon \chi \left( \frac{x}{\varepsilon} \right) \frac{du^0}{dx}(x) + v^0(x)\|_{L^2(\varepsilon)} = O(\varepsilon^2), \]
iff
\[ \|u^\varepsilon - \tilde{u}^0_H + \varepsilon \tilde{\chi}_{\tilde{h}} \left( \frac{x}{\varepsilon} \right) \frac{d\tilde{u}^0_H}{dx}(x) + \bar{v}^0_{0,\tilde{H}}(x)\|_{L^2(\varepsilon)} = O(\varepsilon^2). \]

5 Numeric results

For the numeric results the finite element spaces of Table 1 have been implemented using the C++-library getfem++\(^1\), extended by the Bogner-Fox-Schmitt element and periodic boundary conditions. The calculations have been made on an AMD Opteron\(^2\).

The locally (near the boundary) refined grid for the correction has been computed by iterative division of the outermost triangles until the size of them has been reduced by the factor $\varepsilon$.

Definition 4 The Estimated Order of Convergence (EOC) of a sequence of approximative solutions is the sequence defined by
\[ \text{EOC} \left( \frac{\varepsilon}{2} \right) = \log_2 \left( \frac{\|u^\varepsilon - u_{\text{app}}^\varepsilon\|}{\|u^\varepsilon/2 - u_{\text{app}}^\varepsilon/2\|} \right). \]

Remark 10 All iterative solvers use the stopping criterion
\[ \frac{\|r^k\|}{\|r^0\|} < 10^{-9}, \]
where $r^k$ is the residual of the $k$-th approximative solution.

\(^1\) http://home.gna.org/getfem/
\(^2\) CPU-frequence 2.3 GHz, 16 GB RAM
The numeric analysis is restricted to isotropic materials, i.e.

\[ A(y) = a(y)I, \]

because the influence of the regularity as well as the symmetry of the diffusion coefficient is the primary focus. Nevertheless also anisotropic problems have to be solved, because the homogenized diffusion coefficient of isotropic materials is generally anisotropic. Furthermore \( \Omega = Y = [0, 1]^2 \) and \( f \equiv 10 \) in all examples. For the examples with discontinuous diffusion coefficient the finite element spaces of Table 1 have to be adjusted appropriately.

5.1 Symmetric diffusion coefficients

For symmetric diffusion coefficients the solution \( v^\varepsilon \) of the correction problem (6) equals zero ([2], §6.3 and [11], Corollary 2.4, p. 5).

As first example let

\[ a(y) = \frac{1}{2 + \cos(2\pi y_1) \cos(2\pi y_2)}. \]

For the homogenized diffusion coefficient one gets numerically

\[ A^0 = \begin{pmatrix} 0.52 & 0 \\ 0 & 0.52 \end{pmatrix}. \]

Tabular 2 shows that already for the first order approximation \( u^\varepsilon \) the order of convergence equals 2 with respect to the \( L^2 \)-norm and equals 1 with respect to the \( H^1 \)-norm. The latter is theoretically assured ([9], S. 29, 30).

The comparison of the runtimes for solving the approximations and the original problem is done in Tabular 3. Thereby one has to bear in mind that the subdivisions of the unit cell \( Y \) and the domain \( \Omega \) are refined for \( \varepsilon \) becoming smaller, so that especially the calculation of the homogenized solution, which is independent of \( \varepsilon \), becomes more costly for smaller \( \varepsilon \).

Loosening the assumption on the regularity of the coefficient the does not influence the order of convergence qualitatively (Tables 4, 5 and 6, 7) as the following discontinuous examples shows. Therefore the coefficients are approximated by step functions. Furthermore the Bogner-Fox-Schmitt elements are replaced by Lagrange elements, because the cell-solutions can not be smooth for discontinuous coefficients.

Let

\[ a(y) = \begin{cases} 1, & \|y - (0.5, 0.5)\|_\infty > 0.25, \\ 2, & \|y - (0.5, 0.5)\|_\infty < 0.25. \end{cases} \]
Table 2 EOC for smooth symmetric diffusion coefficient (2d).

<table>
<thead>
<tr>
<th>ε</th>
<th>$|u^\varepsilon - u^0|_{L^2(\Omega)}$ EOC</th>
<th>$|u^\varepsilon - u^0|_{H^1(\Omega)}$ EOC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>0.0453033143 0.007539965762</td>
<td>0.7396763548 0.0951781502</td>
</tr>
<tr>
<td>1/4</td>
<td>0.0198023429 0.01193454650</td>
<td>0.6924529308 0.0204674917</td>
</tr>
<tr>
<td>1/8</td>
<td>0.0096168501 0.01402347991</td>
<td>0.6826984688 0.0050169725</td>
</tr>
<tr>
<td>1/16</td>
<td>0.0047723836 0.010108544194</td>
<td>0.6803285078 0.0011795488</td>
</tr>
<tr>
<td>1/32</td>
<td>0.0023817780 0.010026710405</td>
<td>0.6797724979 0.0001179548</td>
</tr>
</tbody>
</table>

Table 3 Runtimes (s) for smooth symmetric diffusion coefficient (2d).

<table>
<thead>
<tr>
<th>ε</th>
<th>$u^0$</th>
<th>$u^\varepsilon$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>0.02</td>
<td>0.03</td>
</tr>
<tr>
<td>1/4</td>
<td>0.02</td>
<td>0.05</td>
</tr>
<tr>
<td>1/8</td>
<td>0.07</td>
<td>0.57</td>
</tr>
<tr>
<td>1/16</td>
<td>0.31</td>
<td>9.42</td>
</tr>
<tr>
<td>1/32</td>
<td>1.52</td>
<td>170.09</td>
</tr>
</tbody>
</table>

Table 4 EOC for discontinuous symmetric diffusion coefficient (2d).

<table>
<thead>
<tr>
<th>ε</th>
<th>$|u^\varepsilon - u^0|_{L^2(\Omega)}$ EOC</th>
<th>$|u^\varepsilon - u^0|_{H^1(\Omega)}$ EOC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>0.0239518289 0.0074396050</td>
<td>0.3416978653 0.0074396050</td>
</tr>
<tr>
<td>1/4</td>
<td>0.0117228522 1.0308454275</td>
<td>0.3406784255 0.0043106475</td>
</tr>
<tr>
<td>1/8</td>
<td>0.0057796767 1.0202296871</td>
<td>0.3450890791 0.0185582308</td>
</tr>
<tr>
<td>1/16</td>
<td>0.0028760931 1.0068784421</td>
<td>0.3465445275 0.0060719180</td>
</tr>
<tr>
<td>1/32</td>
<td>0.0014361379 1.0019160630</td>
<td>0.3469459848 0.0016703345</td>
</tr>
</tbody>
</table>

The (numerically calculated) homogenized diffusion coefficient then fulfils

$$A^0 = \begin{pmatrix} 1.2 & 0.001 \\ 0.001 & 1.2 \end{pmatrix}.$$

The last symmetric example is the symmetric checkerboard media defined by
Table 5: Runtimes (s) for discontinuous symmetric diffusion coefficient (2d).

<table>
<thead>
<tr>
<th>ε</th>
<th>u₀</th>
<th>uₖ</th>
<th>uᵣ</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>0.01</td>
<td>0.02</td>
<td>0.01</td>
</tr>
<tr>
<td>1/4</td>
<td>0.01</td>
<td>0.04</td>
<td>0.04</td>
</tr>
<tr>
<td>1/8</td>
<td>0.04</td>
<td>0.53</td>
<td>1.78</td>
</tr>
<tr>
<td>1/16</td>
<td>0.18</td>
<td>9.28</td>
<td>84.16</td>
</tr>
<tr>
<td>1/32</td>
<td>1.02</td>
<td>169.24</td>
<td>6453.78</td>
</tr>
</tbody>
</table>

Table 6: EOC for symmetric checkerboard media (2d).

<table>
<thead>
<tr>
<th>ε</th>
<th>|uᵣ⁻⁻u₀|_{L²(Ω)}</th>
<th>EOC</th>
<th>|uᵣ⁻⁻u₀|_{H¹(Ω)}</th>
<th>EOC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>0.0163724770 0.01</td>
<td>–</td>
<td>0.3095758450 –</td>
<td>–</td>
</tr>
<tr>
<td>1/4</td>
<td>0.0076974322 0.02</td>
<td>1.0888234487</td>
<td>0.3139580561 –</td>
<td>–</td>
</tr>
<tr>
<td>1/8</td>
<td>0.0037765208 0.04</td>
<td>1.0273195215</td>
<td>0.3219953159 –</td>
<td>–</td>
</tr>
<tr>
<td>1/16</td>
<td>0.0018822135 0.08</td>
<td>1.0046274353</td>
<td>0.3248096859 –</td>
<td>–</td>
</tr>
<tr>
<td>1/32</td>
<td>0.0009406925 0.16</td>
<td>1.0006351948</td>
<td>0.3258576955 –</td>
<td>–</td>
</tr>
</tbody>
</table>

Table 7: Runtimes (s) for symmetric checkerboard media (2d).

<table>
<thead>
<tr>
<th>ε</th>
<th>u₀</th>
<th>uₖ</th>
<th>uᵣ</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>0.01</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>1/4</td>
<td>0.03</td>
<td>0.06</td>
<td>0.05</td>
</tr>
<tr>
<td>1/8</td>
<td>0.05</td>
<td>0.53</td>
<td>1.77</td>
</tr>
<tr>
<td>1/16</td>
<td>0.18</td>
<td>9.35</td>
<td>84.43</td>
</tr>
<tr>
<td>1/32</td>
<td>1.01</td>
<td>169.45</td>
<td>6470.10</td>
</tr>
</tbody>
</table>

For the homogenized diffusion coefficient one gets (also compare with [9], p. 37)

\[
A₀ = \begin{pmatrix} \sqrt{2} & 0 \\ 0 & \sqrt{2} \end{pmatrix}.
\]
Table 8 EOC for smooth layered media (2d).

<table>
<thead>
<tr>
<th>$\varepsilon$</th>
<th>$|u^\varepsilon - u^0|_{L^2(\Omega)}$</th>
<th>EOC</th>
<th>$|u^\varepsilon - u^0|_{H^1(\Omega)}$</th>
<th>EOC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>0.0753795658</td>
<td>–</td>
<td>0.7568077129</td>
<td>–</td>
</tr>
<tr>
<td>1/4</td>
<td>0.0524915563</td>
<td>0.5220881141</td>
<td>0.8229203871</td>
<td>–0.1208260732</td>
</tr>
<tr>
<td>1/8</td>
<td>0.0290220394</td>
<td>0.8549364701</td>
<td>0.8596651469</td>
<td>–0.0630219519</td>
</tr>
<tr>
<td>1/16</td>
<td>0.0148975437</td>
<td>0.9620744180</td>
<td>0.8691848233</td>
<td>–0.015881673</td>
</tr>
<tr>
<td>1/32</td>
<td>0.0074988942</td>
<td>0.9903247135</td>
<td>0.8716373795</td>
<td>–0.0040650825</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\varepsilon$</th>
<th>$|u^\varepsilon - u_1|_{L^2(\Omega)}$</th>
<th>EOC</th>
<th>$|u^\varepsilon - u_1|_{H^1(\Omega)}$</th>
<th>EOC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>0.0811675407</td>
<td>–</td>
<td>0.6017144340</td>
<td>–</td>
</tr>
<tr>
<td>1/4</td>
<td>0.0452225062</td>
<td>0.8438619550</td>
<td>0.3111532438</td>
<td>0.9514536780</td>
</tr>
<tr>
<td>1/8</td>
<td>0.0239634065</td>
<td>0.9162079399</td>
<td>0.1571932788</td>
<td>0.9850857540</td>
</tr>
<tr>
<td>1/16</td>
<td>0.0121963564</td>
<td>0.9743827882</td>
<td>0.0789971925</td>
<td>0.9926662461</td>
</tr>
<tr>
<td>1/32</td>
<td>0.0061268676</td>
<td>0.9932286336</td>
<td>0.0396156716</td>
<td>0.9957301213</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\varepsilon$</th>
<th>$|u^\varepsilon - \tilde{u}<em>1|</em>{L^2(\Omega)}$</th>
<th>EOC</th>
<th>$|u^\varepsilon - \tilde{u}<em>1|</em>{H^1(\Omega)}$</th>
<th>EOC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>0.0304643433</td>
<td>–</td>
<td>0.3000975354</td>
<td>–</td>
</tr>
<tr>
<td>1/4</td>
<td>0.0083997149</td>
<td>1.8587093738</td>
<td>0.1552774971</td>
<td>0.9505827016</td>
</tr>
<tr>
<td>1/8</td>
<td>0.0021197667</td>
<td>1.9864348440</td>
<td>0.0799556498</td>
<td>0.9575768440</td>
</tr>
<tr>
<td>1/16</td>
<td>0.0005338653</td>
<td>1.9893577599</td>
<td>0.0406563081</td>
<td>0.9757207669</td>
</tr>
<tr>
<td>1/32</td>
<td>0.0001343803</td>
<td>1.9901539728</td>
<td>0.0205461175</td>
<td>0.9846134151</td>
</tr>
</tbody>
</table>

5.2 Asymmetric diffusion coefficient

Again the first example has a smooth diffusion coefficient. More precisely the first example generalises the one-dimensional Example 1

$$a(y) = \frac{1}{2 + \sin(2\pi y_1)}.$$ 

From [5], Theorem 5.10, p. 99 follows for the homogenized diffusion coefficient

$$A^0 = \begin{pmatrix} 1/2 & 0 \\ 0 & 1/\sqrt{3} \end{pmatrix}.$$ 

Unlike the case of symmetric diffusion coefficients the correction does not vanish any more. Tabular 8 shows that the correction enhances the order of convergence with respect to the $L^2$-norm by one. The additional effort for determining the correction is contained, as Tabular 9 shows.

Table 9 Runtimes (s) for smooth layered media (2d).

<table>
<thead>
<tr>
<th>$\varepsilon$</th>
<th>$u^0$</th>
<th>$u_1$</th>
<th>$\tilde{u}_1$</th>
<th>$u^\varepsilon$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>0.02</td>
<td>0.03</td>
<td>0.04</td>
<td>0.04</td>
</tr>
<tr>
<td>1/4</td>
<td>0.02</td>
<td>0.05</td>
<td>0.09</td>
<td>0.14</td>
</tr>
<tr>
<td>1/8</td>
<td>0.08</td>
<td>0.59</td>
<td>0.98</td>
<td>3.35</td>
</tr>
<tr>
<td>1/16</td>
<td>0.30</td>
<td>9.66</td>
<td>13.19</td>
<td>117.86</td>
</tr>
<tr>
<td>1/32</td>
<td>1.48</td>
<td>170.51</td>
<td>211.23</td>
<td>12469.08</td>
</tr>
</tbody>
</table>
Table 10 EOC for layered media (2d).

<table>
<thead>
<tr>
<th>( \varepsilon )</th>
<th>( | \psi^\varepsilon - \psi^0 |_{L^2(\Omega)} ) EOC</th>
<th>( | \psi^\varepsilon - \psi^0 |_{H^1(\Omega)} ) EOC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>0.0301482923</td>
<td>0.2790714535</td>
</tr>
<tr>
<td>1/4</td>
<td>0.0200507515</td>
<td>0.2977509503</td>
</tr>
<tr>
<td>1/8</td>
<td>0.0109363794</td>
<td>0.8745211066</td>
</tr>
<tr>
<td>1/16</td>
<td>0.0055957736</td>
<td>0.9667256927</td>
</tr>
<tr>
<td>1/32</td>
<td>0.0028144330</td>
<td>0.9914932777</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( \varepsilon )</th>
<th>( | \psi^\varepsilon - \tilde{\psi}^\varepsilon |_{L^2(\Omega)} ) EOC</th>
<th>( | \psi^\varepsilon - \tilde{\psi}^\varepsilon |_{H^1(\Omega)} ) EOC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>0.0333610942</td>
<td>0.2312360181</td>
</tr>
<tr>
<td>1/4</td>
<td>0.0182724957</td>
<td>0.8684921299</td>
</tr>
<tr>
<td>1/8</td>
<td>0.0095836605</td>
<td>0.9310249823</td>
</tr>
<tr>
<td>1/16</td>
<td>0.0048601412</td>
<td>0.9795785886</td>
</tr>
<tr>
<td>1/32</td>
<td>0.0024391302</td>
<td>0.9946314686</td>
</tr>
</tbody>
</table>

The next example is the problem of (discontinuous) layered media.

\[
a(y) = \begin{cases} 
1, & y_1 < 0.5, \\
2, & y_1 > 0.5.
\end{cases}
\]

As proven in [5], Theorem 5.10, p. 99, one gets for the homogenized diffusion coefficient

\[
A^0 = \begin{pmatrix} 4/3 & 0 \\ 0 & 3/2 \end{pmatrix}.
\]

According to Tabular 10 the first order approximation \( u_1^\varepsilon \) has only the order of convergence 1 with respect to the \( L^2 \)-norm, whereas the corrected approximation has the order of convergence 2 with respect to the \( L^2 \)-norm. The order of convergence with respect to the \( H^1 \)-norm is not considerably influenced by the correction.

As in the case of smooth coefficients, the additional expenses for the correction problem are justifiable (Tabular 11).

If the problem is asymmetric for both directions, there exists examples for which the correction does not enhance the order of convergence. A possible example is the checkerboard, i.e.
Table 11 Runtimes (s) for layered media (2d).

<table>
<thead>
<tr>
<th>ε</th>
<th>u₀</th>
<th>u₁</th>
<th>ū₁</th>
<th>u₁</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>0.02</td>
<td>0.02</td>
<td>0.03</td>
<td>0.01</td>
</tr>
<tr>
<td>1/4</td>
<td>0.01</td>
<td>0.04</td>
<td>0.08</td>
<td>0.04</td>
</tr>
<tr>
<td>1/8</td>
<td>0.05</td>
<td>0.55</td>
<td>0.93</td>
<td>1.79</td>
</tr>
<tr>
<td>1/16</td>
<td>0.19</td>
<td>9.31</td>
<td>12.77</td>
<td>88.50</td>
</tr>
<tr>
<td>1/32</td>
<td>1.00</td>
<td>169.62</td>
<td>209.55</td>
<td>6907.70</td>
</tr>
</tbody>
</table>

Table 12 EOC for checkerboard media (2d).

| ε   | ||u² - u0||ₙ₂(Ω) EOC | ||u² - u₁||₁₁(Ω) EOC |
|-----|-----------------|-----------------|
| 1/2 | 0.0161774046 – 0.2268342841 – 0.1763314439 – 0.1737348370 | 0.0085648440 0.9174812869 0.2891273304 0.1737348370 |
| 1/4 | 0.0046063517 0.894804023 0.2563242817 0.1763314439 | 0.0024018905 0.9394541991 0.3075452366 0.0890936420 |
| 1/8 | 0.0024018905 0.9687942027 0.3170389096 0.0438612794 | 0.0012272049 0.9687942027 0.3170389096 0.0438612794 |
| 1/16| 0.0012272049 0.9687942027 0.3170389096 0.0438612794 | 0.0017417208 0.9687942027 0.3170389096 0.0438612794 |
| 1/32| 0.0017417208 0.9687942027 0.3170389096 0.0438612794 | 0.0029842713 0.9687942027 0.3170389096 0.0438612794 |

\[ a(y) = \begin{cases} 1, & y_1, y_2 < 0.5, \\ 1, & y_1, y_2 > 0.5, \\ 2, & \text{otherwise}. \end{cases} \]

The homogenized diffusion coefficient suffices ([9], p. 37)

\[ A^0 = \begin{pmatrix} \sqrt{2} & 0 \\ 0 & \sqrt{2} \end{pmatrix}. \]

Tabular 12 shows that the correction does not enhance the order of convergence for this problem.

Besides the short runtimes another advantage of approximating the solution by means of homogenization is the considerably smaller memory requirement,
Table 13 Runtimes (s) for checkerboard media (2d).

<table>
<thead>
<tr>
<th>$\varepsilon$</th>
<th>$u^0$</th>
<th>$u_1^\varepsilon$</th>
<th>$\tilde{u}^\varepsilon_1$</th>
<th>$u^\varepsilon$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>0.01</td>
<td>0.02</td>
<td>0.03</td>
<td>0.01</td>
</tr>
<tr>
<td>1/4</td>
<td>0.02</td>
<td>0.05</td>
<td>0.08</td>
<td>0.05</td>
</tr>
<tr>
<td>1/8</td>
<td>0.05</td>
<td>0.54</td>
<td>0.91</td>
<td>1.76</td>
</tr>
<tr>
<td>1/16</td>
<td>0.18</td>
<td>9.30</td>
<td>12.67</td>
<td>84.52</td>
</tr>
<tr>
<td>1/32</td>
<td>1.03</td>
<td>169.62</td>
<td>208.99</td>
<td>6461.73</td>
</tr>
</tbody>
</table>

because the original problem does not have to be assembled (not until the two-grid method of the next section).

$\Omega$ is made up of $(1/\varepsilon)^n$ $(n = 1, 2)$ unit cells. Constructing the grid for $\Omega$ by copying the grid of the unit cell increases the number of degrees of freedom by the factor $(1/\varepsilon)^n$ $(n = 1, 2)$ (same choice of shape functions). Therefore assembling the linear system of equations for the original problem produces a matrix which has compared to the matrix for the cell-problems a by the factor $(1/\varepsilon)^n$ $(n = 1, 2)$ increased amount of non-zero entries.

On the other hand using the corrected first order asymptotic expansion means to solve $n + 2$ small linear systems of equations (homogenized problem + $n$ cell-problems + correction problem) and thereby only the memory capacity for three small matrices has to be allocated. Therewith also problems can be (approximately) solved even if the original problem can not be assembled due to lack of memory.

### 6 Two-grid method

The numeric results of the last section show, that the correction does not always enhance the order of convergence. Hence it is all the more important to construct an effective algorithm for solving the original problem. The following numeric analysis verifies, that this is possible using the finite elements used in order to determine the corrected asymptotic expansion.

The error functions in Figure 2 show the the corrected first order asymptotic expansion is well suited for a coarse-grid correction on a locally near the boundary refined grid. Exactly such a grid was already used for solving the correction problem. Therefore all components for the tow-grid method are at hand.

1. The already calculated interpolation from $\mathcal{H}_h$ to $\mathcal{K}_h$ is used as prolongation for the coarse-grid correction.
2. The transposed interpolation matrix is used as restriction (Galerkin choice).
3. The discretised homogenized problem is used to determine the coarse grid correction.
4. The PCG-method also used for solving the original problem directly is applied as smoother.
5. The method starts with the corrected first order asymptotic expansion.

The most interesting feature of this two-grid method is the fact, that it amends compared to the pure PCG-method for $\varepsilon$ becoming smaller. This has the following reason: For large $\varepsilon$ the mainpart of the numerical expenses consists in calculating the restriction as well as the prolongation. On the other hand for small $\varepsilon$ the
smoothing steps are rather expensive. But exactly the number of smoothing steps is substantially reduced by the coarse-grid correction.

The exact runtimes and rate of convergence of the two-grid method for the checkerboard media is listed in Tabular 14. Here the rate of convergence $q$ is defined as the quotient of the Euclidean norms of the last two residuals before the abort

$$q^m = \frac{\|r^m\|_2}{\|r^{m-1}\|_2}.$$

The corresponding runtimes of the pure PCG-method can be found in Tabular 13.

**Table 14** Runtimes (s) and rates of convergence for checkerboard media (2d).

<table>
<thead>
<tr>
<th>$\varepsilon$</th>
<th>Runtime(s)</th>
<th>Iterations</th>
<th>Rate of convergence</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>0.04</td>
<td>6</td>
<td>0.043</td>
</tr>
<tr>
<td>1/4</td>
<td>0.12</td>
<td>6</td>
<td>0.018</td>
</tr>
<tr>
<td>1/8</td>
<td>1.81</td>
<td>8</td>
<td>0.057</td>
</tr>
<tr>
<td>1/16</td>
<td>33.11</td>
<td>14</td>
<td>0.263</td>
</tr>
<tr>
<td>1/32</td>
<td>1003.48</td>
<td>36</td>
<td>0.621</td>
</tr>
</tbody>
</table>

The runtimes suggest to use the two-grid-method for $\varepsilon \leq 1/16$. For $\varepsilon = 1/32$ the two-grid method reduces the runtime by the factor 6.4, so already for $\varepsilon = 1/64$ one can expect that the runtime is reduced by one order.
References