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Abstract

We study disturbance decoupling for linear differential-algebraic systems which are not necessarily regular. Compared to
previous approaches, where state feedback is used, we use the concept of behavioral feedback which allows to study a larger class
of systems. We derive geometric characterizations for solvability of the disturbance decoupling problem following the classical
approach. Exploiting the freedom in the choice of the behavioral feedback we show that whenever disturbance decoupling can
be achieved by behavioral feedback we may additionally achieve autonomous zero dynamics. Finally we solve Lebret’s twenty
year old open problem concerning disturbance decoupling with output uniqueness using behavioral feedback.
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1 Introduction

We study linear time-invariant systems given by
differential-algebraic equations (DAEs) of the form

d
dtEx(t) = Ax(t) +Bu(t) ,

y(t) = Cx(t) ,
(1)

where E,A ∈ Rl×n, B ∈ Rl×m, C ∈ Rp×n. Systems
of that type are also called descriptor systems. The
set of systems (1) is denoted by Σl,n,m,p and we write
[E,A,B,C] ∈ Σl,n,m,p. DAE systems of the form (1)
occur for example when modeling dynamical systems
subject to algebraic constraints; for a further motiva-
tion we refer to [5, 18, 26, 27, 31] and the references
therein. In the present paper we put special emphasis
on the non-regular case, i.e., we do not assume that
sE − A is regular, which would mean that l = n and
det(sE −A) ∈ R[s] \ {0}.
The functions u : R→ Rm and y : R→ Rp are called
input and output of the system (1), resp. The tuple
(x, u, y) : R→ Rn × Rm × Rp is said to be a solution
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of (1), if it belongs to the behavior of (1):

B[E,A,B,C] :=
(x, u, y) ∈
L1
loc(R→Rn×Rm×Rp)

∣∣∣∣∣∣∣∣
Ex ∈ AC(R→Rl) and

(x, u, y) satisfies (1)

for almost all t ∈ R

 .

Based on the above behavior, DAE control systems have
been studied in detail e.g. in [5]. We assume that the
states, inputs and outputs of the systems in Σl,n,m,p are
fixed a priori by the designer. This is different from other
approaches based on the behavioral setting, see [13,20].
Our aim in the present paper is to characterize the influ-
ence of disturbances on the system (1), i.e., for a given
disturbance matrix Q ∈ Rl×q we consider the disturbed
system

d
dtEx(t) = Ax(t) +Bu(t) +Qw(t) ,

y(t) = Cx(t) ,
(2)

where w ∈ C∞(R → Rq) represents a smooth distur-
bance, which may be due to noise, modeling or measur-
ing errors, or by higher terms in linearization.
In the case of ODE systems, the disturbance decoupling
problem (DDP) is the problem of finding, for a given
system [I,A,B,C] and disturbance matrix Q, a propor-
tional state feedback u = Fx with F ∈ Rm×n for (2)
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such that the transfer function of the closed-loop system
satisfies C(sI − (A + BF ))−1Q = 0. This problem has
first been treated and solved by Wonham and Morse [42],
see also the classical textbooks [3, 34, 41]; several other
versions have been considered by Willems [36,37]. In or-
der to pursue a similar approach for DAEs, it must be
required that the closed-loop pencil sE−(A+BF ) is reg-
ular. Then the transfer function C(sE− (A+BF ))−1Q
exists and the DDP can be investigated; this has been
done in [22] where additionally derivative feedback is al-
lowed and it is required that the closed-loop system has
index at most one. Extensions of this problem have been
considered e.g. in [21] and [24].
However, the class of regular DAE systems is not closed
under the action of a feedback group [1], thus requiring
sE−(A+BF ) to be regular is a restriction in the choice
of F . The first version of the DDP for DAEs, which has
been formulated by Fletcher and Aasaraai [23], does not
impose any regularity assumptions. However, it was as-
sumed that the output is independent of the disturbance
in the sense that there is a set of admissible initial condi-
tions such that the output vanishes. But admissibility of
an initial condition depends on the disturbance, which
is usually unknown, and hence it is not known a priori if
a given initial condition is admissible. The appropriate
version of the DDP with proportional state feedback for
DAEs has been introduced and solved by Banaszuk et
al. [2]; some alternative characterizations have also been
given in [28]. However, the definition of the DDP in [2]
already requires a zero output, which does not reflect
the intuitive notion of a disturbance not influencing the
output.
To define disturbance decoupling we follow an intuitive
approach. In the case B = 0 we may treat the distur-
bancew as the input of system (2) and define disturbance
decoupling in terms of the set-valued input-output map
of the system [E,A,Q,C] ∈ Σl,n,q,p.

Definition 1 For a system [E,A,B,C] ∈ Σl,n,m,p, we
call the set-valued map

Φ[E,A,B,C] : C∞(R→Rm)→P
(
C∞(R→Rp)

)
,

u 7→

{
y ∈ C∞(R→Rp)

∣∣∣∣∣ ∃x ∈ C∞(R→Rn) :

(x, u, y) ∈ B[E,A,B,C]

}
,

the input-output map of [E,A,B,C]. Here P(M) de-
notes the power set of a setM.

Definition 2 Let [E,A, 0, C] ∈ Σl,n,0,p and Q ∈ Rl×q.
Then we call [E,A,Q,C] disturbance decoupled, if

∀w1, w2 ∈ C∞(R→Rq) :

Φ[E,A,Q,C](w1) = Φ[E,A,Q,C](w2).

Roughly speaking, [E,A,Q,C] is disturbance decoupled,
if any two disturbances cannot be distinguished using

knowledge of the output. In Section 3 we show that this
is equivalent to the concept introduced in [2].
Compared to the approaches in [2,23,28], we do not con-
sider proportional state feedback of the form u = Fx
for the solution of the DDP. Instead, we consider a be-
havioral feedback of the form K1x + K2u = 0, where
K = [K1,K2] ∈ Rk×n×Rk×m, which is not always solv-
able for u in general. The concept of feedback in the be-
havioral sense has its origin in the works by Willems,
Polderman and Trentelman [4, 30, 35, 38, 39], where dif-
ferential behaviors and their stabilization via control by
interconnection is considered. The latter means a sys-
tematic addition of some further equations such that
a desired behavior is achieved. The interconnection of
system (2) with the behavioral feedback is depicted in
Figure 1.

d
dtEx(t) = Ax(t) +Bu(t) +Qw(t)

y(t) = Cx(t)

K1x(t) +K2u(t) = 0

x(t)

w(t)

u(t)

y(t)

Fig. 1. Interconnection of system and behavioral feedback

The closed-loop system of (2) with the behavioral feed-
back K1x+K2u = 0 is given by

[EK , AK , QK , CK ] =

[[
E 0

0 0

]
,

[
A B

K1 K2

]
,

[
Q

0

]
, [C, 0]

]
∈ Σl+k,n+m,q,p (3)

with state ( xu ), input w and output y. If [K1,K2] =
[F,−Im], then [EK , AK , QK , CK ] is equivalent to
[E,A+BF,Q,C] and we are in the case of proportional
state feedback. In Theorem 9 we derive a geometric char-
acterization of solvability of the DDP with behavioral
feedback. This result is displayed in Figure 2 and com-
pared to the classical ODE result, see [41], and to the
DAE result from [2], which both consider proportional
state feedback.
Note that the behavioral feedback allows to avoid the

“cumbersome” dimensionality condition (D2) derived
in [2] for the characterization of solvability of the DDP.
In our framework, solvability of the DDP can be char-
acterized by a single geometric condition on the gener-
alized Wong sequences (introduced in Section 2).
The vast freedom in choosing the control matrix K =
[K1,K2] for the behavioral feedback can be exploited to
obtain several additional properties such as autonomous
zero dynamics of the (undisturbed) closed-loop system
[EK , AK , 0, CK ]. Roughly speaking, the zero dynamics
of a system are those dynamics which are not visible at
the output; they are called autonomous, if every trajec-
tory is is uniquely determined by its values on any open
interval, see Section 4 for more details. Furthermore, the
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imQ ⊆ V∗[I,A,B,C]

(D1) imQ ⊆ EV∗[E,A,B,C] +AW∗[E,A,B,C] + imB,

(D2) dim (ER∗ + imQ) ≤ dimR∗,
where R∗ = V∗[E,A,[B,Q],C] ∩W

∗
[E,A,[B,Q],C]

imQ ⊆ EV∗[E,A,B,C] +AW∗[E,A,B,C] + imB

∃F ∈ Rm×n :

[I, A+BF,Q,C] is disturbance decoupled

∃F ∈ Rm×n :

[E,A+BF,Q,C] is disturbance decoupled

∃ compatibleK ∈ Rk×(n+m) :

[EK , AK , QK , CK ] is disturbance decoupled

E = I

[41, Thm. 4.2]

[2, Thm. 5.2]

Thm. 9

Fig. 2. Theorem 9 compared to earlier results on disturbance decoupling. The spaces V∗[E,A,B,C] and W∗[E,A,B,C] are introduced
in Section 2. For compatibility of a control matrix K see Definition 8.

behavioral feedback approach allows to solve Lebret’s
twenty year old open problem [28], that is disturbance
decoupling with output uniqueness. In the present pa-
per we present two possible solutions: One is to derive
additional conditions on [E,A,B,C] and Q which guar-
antee output uniqueness, see Theorem 19. For the sec-
ond solution we relax the compatibility assumption on
the control matrix K – a trade-off between requirements
on the data and properties of the control – see Theo-
rem 22. These results and their relations are depicted in
Figure 3.
We like to stress that the behavioral feedback approach
is new even for ODE systems and its power may be il-
lustrated by the following simple example. Consider the
ODE system ẋ = x+u+w, y = x, wherew ∈ C∞(R→R)
is a disturbance. If we seek a state feedback u = Fx such
that the closed-loop system ẋ = (1 + F )x + w, y = x,
is disturbance decoupled, then this problem is not solv-
able. However, if we consider the larger class of behav-
ioral feedback laws K1x + K2u = 0, then the choice
[K1,K2] = 0 ∈ R0×2 guarantees that disturbances are
not distinguishable at the output, i.e.,

∀w1, w2 ∈ C∞(R→R) : Φ[[1,0],[1,1],[1],[1,0]](w1)

= Φ[[1,0],[1,1],[1],[1,0]](w2) = C∞(R→R).

In this example it is important that we have the possi-
bility of not restricting the input u, which then serves
to compensate the disturbance in the system so that the
outputs corresponding to two different disturbances are
not distinguishable anymore.
The present paper is organized as follows: In Section 2
we introduce the generalized Wong sequences as the cru-
cial geometric tool for the characterization of solvability
of the DDP. Disturbance decoupled systems are charac-
terized in Section 3 and we investigate when disturbance
decoupling can be achieved by behavioral feedback. The

considerations in Section 3 reveal that there is a lot of
freedom in the choice of the behavioral feedback. In Sec-
tion 4 we exploit this freedom. We recall the concept
of zero dynamics and show that whenever disturbance
decoupling can be achieved by behavioral feedback we
may additionally achieve autonomous zero dynamics. In
Section 5 we investigate Lebret’s open problem [28] and
solve it using the concept of behavioral feedback.
We close the introduction with the nomenclature used
in this paper:

N, N0 set of natural numbers, N0 = N∪{0}
R[s],R(s) the ring of polynomials with coeffi-

cients in R and its quotient field, resp.

Rn×m the set of n×m matrices with entries
in a ring R

Gln(R) the group of invertible matrices in
Rn×n

MS =
{
Mx ∈ Rl

∣∣ x ∈ S }, the image of

S ⊆ Rn under M ∈ Rl×n

M−1S = { x ∈ Rn | Mx ∈ S }, the pre-
image of S ⊆ Rl under M ∈ Rl×n

C∞(R→Rn) the set of infinitely times differen-
tiable functions f : R→Rn; f is also
called smooth

AC(R→Rn) the set of absolutely continuous func-
tions f : R→Rn

L1
loc(R→Rn) the set of locally (Lebesgue) inte-

grable functions f : R→Rn

f
a.e.
= g means that f, g ∈ L1

loc(R → Rn)
are equal “almost everywhere”, i.e.,
f(t) = g(t) for almost all t ∈ R

f |I restriction of the function f : R→Rn
to I ⊆ R
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(D1)

∃ compatibleK ∈ Rk×(n+m) :

[EK , AK , QK , CK ] is disturbance decoupled

∃ compatibleK ∈ Rk×(n+m) :

[EK , AK , QK , CK ] is

disturbance decoupled and

ZD[EK ,AK ,0,CK ] are autonomous

∃ K ∈ Rk×(n+m) compatible for

[[E0 ] , [AC ] , [B0 ] , 0] : [EK , AK , QK , CK ]

is disturbance decoupled and

[EK , AK ] is autonomous

(D1) +
additional
assumption

∃ compatibleK ∈ Rk×(n+m) :

[EK , AK , QK , CK ] is

disturbance decoupled and

[EK , AK ] is autonomous

Thm. 9

Thm. 12 Thm. 22

Thm. 19

Fig. 3. Disturbance decoupling results and their relations. (Autonomous) zero dynamics ZD[EK ,AK ,0,CK ] are defined in

Section 4. Autonomy of DAEs [EK , AK ] is defined in Section 5.

2 Generalized Wong sequences

In this section we introduce the crucial geometric tools
for the characterization of disturbance decoupling. Since
the seminal work by Wonham and Morse [42] the exis-
tence of a feedback which achieves disturbance decou-
pling is usually characterized by a geometric condition
involving the limits of certain subspace sequences. For
DAE systems [E,A,B,C] ∈ Σl,n,m,p we define the se-
quences

V0
[E,A,B,C] = kerC,

Vi+1
[E,A,B,C] = A−1(EVi[E,A,B,C] + imB) ∩ kerC,

W0
[E,A,B,C] = {0},
Wi+1

[E,A,B,C] = E−1(AWi
[E,A,B,C] + imB) ∩ kerC.

The sequence (Vi[E,A,B,C])i∈N0 is non-increasing and

(Wi
[E,A,B,C])i∈N0

is non-decreasing and both sequences

terminate after finitely many steps, thus we may set

V∗[E,A,B,C] =
⋂
i∈N0

Vi[E,A,B,C],

W∗[E,A,B,C] =
⋃
i∈N0

Wi
[E,A,B,C].

We will call the sequences (Vi[E,A,B,C])i∈N0
and

(Wi
[E,A,B,C])i∈N0

generalized Wong sequences. In [10,15,

16] the Wong sequences for matrix pencils (i.e., B = 0
and C = 0) are investigated, the name chosen this way
since Wong [40] was the first who used both sequences
for the analysis of matrix pencils. In [11,13,17] the case

C = 0 is considered and the sequences (Vi[E,A,B,0])i∈N0

and (Wi
[E,A,B,0])i∈N0

are called augmented Wong se-

quences. Similarly, in [14] the sequences (Vi[E,A,0,C])i∈N0

and (Wi
[E,A,0,C])i∈N0

(i.e., B = 0) are called restricted

Wong sequences. Using the invariance concepts intro-
duced in [29], V∗[E,A,B,C] is the supremal (A,E,B)-

invariant subspace of kerC, i.e., the largest subspace V ⊆
kerC with the property AV ⊆ EV+imB. Furthermore,
W∗[E,A,B,C] is the infimal restricted (E,A,B)-invariant

subspace of kerC, i.e., the smallest subspaceW ⊆ kerC
with the property W = E−1(AW + imB) ∩ kerC.
For more details on the Wong sequences see the sur-
veys [11,14] and the references therein.
Note that in geometric control theory for ODE systems
(i.e., E = I), see e.g. [41], the sequence (Vi[I,A,B,C])i∈N0

is called invariant subspace algorithm, and the sequence
(Wi

[I,A,B,C])i∈N0
is called controllability subspace algo-

rithm.
In the remainder of this section we derive some impor-
tant relations for the generalized Wong sequences which
are the basis for the results on disturbance decoupling.

Lemma 3 Let [E,A,B,C] ∈ Σl,n,m,p and choose T ∈
Rn×k with rkT = k such that imT = kerC. Then

(ET )V∗[ET,AT,B,0] = EV∗[E,A,B,C]

and (AT )W∗[ET,AT,B,0] = AW∗[E,A,B,C].

PROOF. First we prove that

∀ i ∈ N0 : ETVi[ET,AT,B,0] = EVi[E,A,B,C].
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For i = 0 we have EV0
[E,A,B,C] = E(kerC) = imET =

ETV0
[ET,AT,B,0]. Suppose that the assertion is true for

some i ∈ N0. Then

ETVi+1
[ET,AT,B,0]

= ET (AT )−1(ETVi[ET,AT,B,0] + imB)

= ET (AT )−1(EVi[E,A,B,C] + imB)

= ET
{
x ∈ Rk

∣∣∣ ATx ∈ EVi[E,A,B,C] + imB
}

= E
{
y ∈ imT

∣∣∣ Ay ∈ EVi[E,A,B,C] + imB
}

= E(A−1(EVi[E,A,B,C] + imB) ∩ kerC) = EVi+1
[E,A,B,C].

The proof for ATWi
[ET,AT,B,0] = AWi

[E,A,B,C] for all

i ∈ N0 is analogous and omitted. 2

Lemma 4 Let [E,A,B,C] ∈ Σl,n,m,p. Then

[E, 0]V∗[
[E,0],[A,B],0,0

] = EV∗[E,A,B,0]

and [A,B]W∗[
[E,0],[A,B],0,0

] = AW∗[E,A,B,0] + imB.

PROOF. First we prove that

∀ i ∈ N0 : [E, 0]Vi[
[E,0],[A,B],0,0

] = EVi[E,A,B,0].

For i = 0 we have EV0
[E,A,B,0] = imE =

[E, 0]V0[
[E,0],[A,B],0,0

]. Suppose that the assertion is true

for some i ∈ N0. Then

[E, 0]Vi+1[
[E,0],[A,B],0,0

]
= [E, 0]([A,B])−1

(
[E, 0]Vi[

[E,0],[A,B],0,0
])

= [E, 0]([A,B])−1(EVi[E,A,B,0])

= [E, 0]

{(
x1

x2

)
∈ Rn+m

∣∣∣∣∣Ax1 +Bx2 ∈ EVi[E,A,B,0]

}
= E

{
x1 ∈ Rn

∣∣∣∃x2 ∈ Rm : Ax1 +Bx2 ∈ EVi[E,A,B,0]
}

= EA−1(EVi[E,A,B,0] + imB) = EVi+1
[E,A,B,0].

Now we prove that

∀ i ∈ N0 : [A,B]Wi[
[E,0],[A,B],0,0

] ⊆ AWi
[E,A,B,0] + imB

⊆ [A,B]Wi+1[
[E,0],[A,B],0,0

].

For i = 0 we have

[A,B]W0[
[E,0],[A,B],0,0

] = {0} ⊆ AW0
[E,A,B,0] + imB

⊆ A kerE + imB = [A,B]W1[
[E,0],[A,B],0,0

].
Suppose that the assertion is true for some i ∈ N0. Then

[A,B]Wi+1[
[E,0],[A,B],0,0

]
= [A,B]([E, 0])−1

(
[A,B]Wi[

[E,0],[A,B],0,0
])

⊆ [A,B]([E, 0])−1
(
AWi

[E,A,B,0] + imB
)

= [A,B]

{(
x1

x2

)
∈ Rn+m

∣∣∣∣∣Ex1 ∈ AWi
[E,A,B,0] + imB

}

=

Ax1 +Bx2

∣∣∣∣∣∣∣∣
x1 ∈ Rn, x2 ∈ Rm,
x1 ∈ E−1(AWi

[E,A,B,0] + imB)

=Wi+1
[E,A,B,0]


= AWi+1

[E,A,B,0] + imB

and analogously, just with the opposite inclusion sign, we
obtain [A,B]Wi+1[

[E,0],[A,B],0,0
] ⊇ AWi

[E,A,B,0]+imB. 2

3 Disturbance decoupling

In this section we derive a characterization of distur-
bance decoupled systems. Furthermore, we recall the
concepts of behavioral feedback and compatible control
and characterize solvability of the DDP by behavioral
feedback.
Recall Definition 2 of disturbance decoupled systems.
We derive the following characterization of disturbance
decoupled systems which matches the definition for the
DDP used in [2], but differs from the concepts used
in [21–24] where regularity is required.

Proposition 5 Let [E,A, 0, C] ∈ Σl,n,0,p and Q ∈
Rl×q. Then [E,A,Q,C] is disturbance decoupled if, and
only if,

∀w ∈ C∞(R→Rq) ∃x ∈ C∞(R→Rn) :

Cx = 0 ∧ Eẋ = Ax+Qw . (4)

PROOF. ⇒: Let w ∈ C∞(R → Rq). Then
Φ[E,A,Q,C](w) = Φ[E,A,C,Q](0) and the assertion follows
from 0 ∈ Φ[E,A,Q,C](0).
⇐: It suffices to show that Φ[E,A,Q,C](w) =
Φ[E,A,Q,C](0) for all w ∈ C∞(R→Rq). Let w ∈ C∞(R→
Rq) and observe that Φ[E,A,Q,C](w) 6= ∅ by (4). We show
Φ[E,A,Q,C](w) ⊆ Φ[E,A,Q,C](0). Let y ∈ Φ[E,A,Q,C](w).
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Then there exists z1 ∈ C∞(R→ Rn) such that Eż1 =
Az1 + Qw and y = Cz1. By assumption, there exists
z2 ∈ C∞(R → Rn) such that Eż2 = Az2 + Qw and
Cz2 = 0. Setting x := z1 − z2 ∈ C∞(R→Rn) yields

Eẋ = Az1 +Qw −Az2 −Qw = Ax

and Cx = Cz1−Cz2 = y. Therefore, y ∈ Φ[E,A,Q,C](w).
The opposite inclusion can be shown analogously and
this finishes the proof. 2

Remark 6 Consider [E,A, 0, C] ∈ Σn,n,0,p with regu-
lar sE − A and let Q ∈ Rl×q. Using Laplace transform
and Proposition 5 it is immediate that [E,A,Q,C] is
disturbance decoupled if, and only if, the transfer func-
tion from the disturbance to the output is zero, i.e.,
C(sE − A)−1Q = 0. In particular, the concept intro-
duced in Definition 2 generalizes the classical concept of
disturbance decoupled ODE systems, see e.g. [41].

We are now in the position to derive a geometric charac-
terization for [E,A,Q,C] being disturbance decoupled.

Theorem 7 Let [E,A, 0, C] ∈ Σl,n,0,p and Q ∈ Rl×q.
Then

[E,A,Q,C] is disturbance decoupled

⇐⇒ imQ ⊆ EV∗[E,A,0,C] +AW∗[E,A,0,C].
(5)

PROOF. Step 1 : We reduce the problem to a prob-
lem of existence of solutions for a certain DAE. Let
T1 ∈ Rn×r, T2 ∈ Rn×(n−r) be such that imT1 = kerC
and T = [T1, T2] is invertible. Then CT = [0, CT2] =
[0, C2], where C2 ∈ Rp×(n−r) has full column rank:
C2x = 0 = CT2x for some x ∈ Rn−r implies T2x ∈
imT2 ∩ kerC = imT2 ∩ imT1 = {0}, thus T2x = 0 and
hence x = 0 by full column rank of T2. By Proposi-
tion 5, [E,A,Q,C] is disturbance decoupled if, and only
if, (4) holds. Applying the coordinate transformation
z = T−1x, (4) is equivalent to

∀w ∈ C∞(R→Rq) ∃ z ∈ C∞(R→Rn) :

CTz = 0 ∧ ET ż = ATz +Qw.

Partitioning z = (z>1 , z
>
2 )> with z1 ∈ C∞(R→Rr), z2 ∈

C∞(R → Rn−r) and invoking that 0 = CTz = C2z2
implies z2 = 0, we find that, with E1 = ET1, A1 = AT1,
[E,A,Q,C] is disturbance decoupled if, and only if,

∀w ∈ C∞(R→Rq) ∃ z1C∞(R→Rr) :

E1ż1 = A1z1 +Qw.

Step 2 : We prove (5). Choose full rank matrices P1 ∈
Rn×n1 , R1 ∈ Rn×n2 , P2 ∈ Rl×l1 , R2 ∈ Rl×l2 such that

imP1 = V∗[E1,A1,0,0]
+W∗[E1,A1,0,0]

,

imP1 ⊕ imR1 = Rn,
imP2 = E1V∗[E1,A1,0,0]

+A1W∗[E1,A1,0,0]
,

imP2 ⊕ imR2 = Rl.

Then, by [15, Thm. 2.3], with V = [P1, R1] and W =
[P2, R2]−1 we have

W (sE1 −A1)V =

[
sE11 −A11 sE12 −A12

0 sE22 −A22

]
,

where

(i) E11, A11 ∈ Rl1×n1 , l1 ≤ n1, satisfy rkR(s)(sE11 −
A11) = l1,

(ii) E22, A22 ∈ Rl2×n2 , l2 > n2 or l2 = n2 = 0, satisfy
rkE22 = n2 and rkC(λE22−A22) = n2 for all λ ∈ C.

By [15, Lem. 3.1] there exists a unimodular matrix[
M(s)
K(s)

]
∈ R[s](n2+(l2−n2))×l2 (i.e.,

[
M(s)
K(s)

]
is invertible

over R[s]) such that[
M(s)
K(s)

]
(sE22 −A22) =

[
In2
0

]
.

Then [15, Thm. 3.2] yields that for given w ∈ C∞(R→
Rq) the DAE E1ż1 = A1z1 + Qw has a solution z1 ∈
C∞(R→Rr) if, and only if,

K( d
dt )(w̃) = 0, where w̃ = [0, Il2 ]WQw.

This implies that there exists a solution for all w ∈
C∞(R→Rq) if, and only if, [0, Il2 ]WQ = 0; sufficiency
is clear and for necessity observe that K(s)[0, Il2 ]WQ =
0 implies that im[0, Il2 ]WQ ⊆ ker[K>1 , . . . ,K

>
p ]>,

where K(s) = K1 + sK2 + . . . + sp−1Kp, and
ker[K>1 , . . . ,K

>
p ]> = {0} as shown in Step 3a of the

proof of [15, Lem. 4.17].
Finally, we have that [E,A,Q,C] is disturbance decou-
pled if, and only if,

imQ ⊆ ker[0, Il2 ]W = W−1 im

[
Il1

0

]
= imP2

= E1V∗[E1,A1,0,0]
+A1W∗[E1,A1,0,0]

.

From Lemma 3 we may deduce that E1V∗[E1,A1,0,0]
+

A1W∗[E1,A1,0,0]
= EV∗[E,A,0,C]+AW

∗
[E,A,0,C] and this con-

cludes the proof. 2
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As mentioned in the introduction, the solution of the
DDP with proportional state feedback has been derived
in [2] for DAEs, where it is shown that for [E,A,B,C] ∈
Σl,n,m,p and disturbance matrix Q ∈ Rl×q there exists
F ∈ Rm×n such that [E,A + BF,Q,C] is disturbance
decoupled if, and only if, conditions (D1) and (D2) as
depicted in Figure 2 hold true. However, condition (D2)
has no intuitive interpretation and is unsatisfactory from
the point of view that something similar does not ap-
pear in the ODE case, see Figure 2.
In contrast to the approach in [2], we seek a feed-
back in the behavioral sense, i.e., a control K =
[K1,K2] ∈ Rk×n ×Rk×m such that the closed-loop sys-
tem [EK , AK , QK , CK ] as in (3) (cf. also Figure 1) is
disturbance decoupled. In the undisturbed case w = 0,
the control K has to be compatible with the system in
a certain sense, cf. also [11] and the references therein.
Here we introduce a slightly different notion of compat-
ible control which uses smooth solutions only.

Definition 8 Let [E,A,B,C] ∈ Σl,n,m,p. A control ma-
trix K = [K1,K2] ∈ Rk×n × Rk×m is called compatible
for [E,A,B,C], if

∀ (x, u, y) ∈ B[E,A,B,C] ∩ C∞(R→Rn × Rm × Rp)
∃ (x̃, ũ) ∈ B[EK ,AK ,0l×0,00×n] ∩ C

∞(R→Rn × Rm) :

Ex(0) = Ex̃(0).

The concept of a compatible control is important from a
practical point of view. If we assume that the controller
is switched on at time t = 0, then it must be guaranteed
that there actually exists a closed-loop trajectory (x̃, ũ)
such that the initial differential variables Ex̃(0) match
those of the open-loop trajectory (x, u, y). Otherwise, a
jump from Ex(0) to Ex̃(0) would occur which must be
avoided. Note that our concept of compatible control is
a slight modification of the concept introduced in [25].
The following theorem is the analog of [2, Thm. 5.2] for
the case of behavioral feedback. In this more general
setting we can avoid the dimensionality condition (D2).

Theorem 9 Let [E,A,B,C] ∈ Σl,n,m,p and Q ∈ Rl×q.
Then there exists a controlK = [K1,K2] ∈ Rk×n×Rk×m
compatible for [E,A,B,C] such that [EK , AK , QK , CK ]
is disturbance decoupled if, and only if,

imQ ⊆ EV∗[E,A,B,C] +AW∗[E,A,B,C] + imB.

PROOF. Let T1 ∈ Rn×r, T2 ∈ Rn×(n−r) be such that
imT1 = kerC and T = [T1, T2] is invertible. As in
Step 1 of the proof of Theorem 7 we may show that
for some compatible control K ∈ Rq×(n+m), the system
[EK , AK , QK , CK ] is disturbance decoupled if, and only

if,

∀w ∈ C∞(R→Rq) ∃ (z, u) ∈ C∞(R→Rr × Rm) :

ET1ż = AT1z +Bu+Qw ∧ K1T1z +K2u = 0. (6)

Writing

[EK1 , A
K
1 ] =

[[
ET1 0

0 0

]
,

[
AT1 B

K1T1 K2

]]
,

(6) is equivalent to

∀w ∈ C∞(R→Rq) ∃ v ∈ C∞(R→Rr+m) :

EK1 v̇ = AK1 v +
[
Q
0

]
w.

⇐: Choosing q = 0 (i.e., K = 0 ∈ R0×(n+m)) and invok-
ing the above statement, [EK , AK , QK , CK ] is distur-
bance decoupled if, and only if,

[
[ET1, 0], [AT1, B], Q, 0

]
is disturbance decoupled. By Theorem 7 this is equiva-
lent to

imQ ⊆ [ET1, 0]V∗[
[ET1,0],[AT1,B],0,0

]
+ [AT1, B]W∗[

[ET1,0],[AT1,B],0,0
], (7)

and invoking Lemmas 3 and 4 we find that

EV∗[E,A,B,C] = [ET1, 0]V∗[
[ET1,0],[AT1,B],0,0

],
AW∗[E,A,B,C] + imB = [AT1, B]W∗[

[ET1,0],[AT1,B],0,0
],
(8)

which yields the claim.
⇒: If K = [K1,K2] ∈ Rk×n × Rk×m is a com-
patible control for [E,A,B,C] such that the system
[EK , AK , QK , CK ] is disturbance decoupled, then (6) in
particular implies

∀w ∈ C∞(R→Rq) ∃ (z, u) ∈ C∞(R→Rr × Rm) :

ET1ż = AT1z +Bu+Qw,

which means that
[
[ET1, 0], [AT1, B], Q, 0

]
is distur-

bance decoupled. Then (7) and (8) hold true and the
claim follows. 2

Remark 10 We consider an ODE system [I, A,B,C] ∈
Σn,n,m,p with disturbance matrix Q ∈ Rn×q and com-
pare the classical result in [41, Thm. 4.2] to Theorem 9,
see also Figure 2. The main difference is that in [41,
Thm. 4.2] proportional state feedback u = Fx is consid-
ered to achieve disturbance decoupling, whereas we con-
sider behavioral feedback K1x+K2u = 0. Roughly speak-
ing, in the latter the input variables are not completely

7



determined by the state variables in general, but are free
variables in the closed-loop system. These input vari-
ables can be used to cancel the disturbances in the closed-
loop system. Exemplary, we consider the case C = I in
more detail. In this case, the condition imQ ⊆ V∗[I,A,B,C]

from [41, Thm. 4.2] implies Q = 0, which may also be
verified by investigating the solutions of

ẋ = (A+BF )x+Qw, y = x

for some feedback matrix F ∈ Rm×n. The output admits
the representation

y(t) = e(A+BF )tx(0) +

∫ t

0

e(A+BF )(t−s)Qw(s) ds

for all t ∈ R, and is independent of w if, and only if,
Q = 0. If we consider a behavioral feedback instead and
chooseK = [K1,K2] = 0 ∈ R0×(n+m), then the output of
the corresponding closed-loop system [IK , AK , QK , CK ],
namely

ẋ = Ax+Bu+Qw, y = x,

reads

y(t) = eAtx(0)+

∫ t

0

eA(t−s)(Bu(s)+Qw(s)
)

ds , t ∈ R,

and it is independent of w if, and only if, for any w
there exists u such that Bu = −Qw. This is equivalent
to imQ ⊆ imB or, what is the same, to the condition
imQ ⊆ V∗[I,A,B,C]+AW

∗
[I,A,B,C]+imB from Theorem 9.

4 Disturbance decoupling and zero dynamics

The proof of Theorem 9 does not exploit any freedom in
choosing the control [K1,K2]. In view of Proposition 5
the closed-loop system [EK , AK , QK , CK ] has, for every
smooth “input” w, a solution which generates zero out-
put. We show that an appropriate additional condition
yields uniqueness of this solution in the sense

∀w ∈ C∞(R→Rq)
∀ (z1, w, 0), (z2, w, 0) ∈ B[EK ,AK ,QK ,CK ] :

EKz1(0) = EKz2(0) =⇒ z1
a.e.
= z2.

By linearity of the behavior the above statement is equiv-
alent to

∀ (z, 0, 0) ∈ B[EK ,AK ,0,CK ] :

EKz(0) = 0 =⇒ z
a.e.
= 0

and therefore independent of the disturbance matrix Q.
In fact, the above property means that the zero dynam-
ics of [EK , AK , 0, CK ] ∈ Σl+k,n+m,0,p are autonomous.
Loosely speaking, the zero dynamics are those dynamics

which are not visible at the output. For ODE systems
this concept has been introduced in [19]. The zero dy-
namics are, for [E,A,B,C] ∈ Σl,n,m,p, defined by

ZD[E,A,B,C] :=
{

(x, u, y) ∈ B[E,A,B,C]

∣∣∣ y a.e.
= 0

}
.

For linear DAE systems the zero dynamics have been
well investigated, see [6–9]. The zero dynamics of (1) are
called autonomous, if

∀w ∈ ZD[E,A,B,C] ∀ I ⊆ R open interval :

w|I
a.e.
= 0 =⇒ w

a.e.
= 0 .

The definition of autonomous zero dynamics is a special
case of the definition of autonomy, as it has been intro-
duced in [30, Sec. 3.2] for general behaviors.
Recall the following characterization of autonomous zero
dynamics from [7].

Lemma 11 For [E,A,B,C] ∈ Σl,n,m,p we have

ZD[E,A,B,C] are autonomous

⇐⇒ rkR[s]

[
sE −A −B
−C 0

]
= n+m.

In the following we show that under the condition in The-
orem 9 we may choose [K1,K2] such that, additionally
to the disturbance decoupling, we achieve autonomous
zero dynamics of the undisturbed closed-loop system.

Theorem 12 Let [E,A,B,C] ∈ Σl,n,m,p andQ ∈ Rl×q.
Then there exists a controlK = [K1,K2] ∈ Rk×n×Rk×m
compatible for [E,A,B,C] such that [EK , AK , QK , CK ]
is disturbance decoupled and ZD[EK ,AK ,0,CK ] are au-
tonomous if, and only if,

imQ ⊆ EV∗[E,A,B,C] +AW∗[E,A,B,C] + imB.

PROOF. ⇒: Follows from Theorem 9.
⇐: Step 1 : Let T1 ∈ Rn×r, T2 ∈ Rn×(n−r) be such
that imT1 = kerC and T = [T1, T2] is invertible. As
in the proof of Theorem 9 we may show that for any
control K = [K1,K2] ∈ Rk×n × Rk×m compatible for
[E,A,B,C], the system [EK , AK , QK , CK ] is distur-
bance decoupled if, and only if,

∀w ∈ C∞(R→Rq) ∃ v ∈ C∞(R→Rr+m) :

EK1 v̇ = AK1 v +
[
Q
0

]
w, (9)

where

[EK1 , A
K
1 ] =

[[
ET1 0

0 0

]
,

[
AT1 B

K1T1 K2

]]
.
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In particular, this implies that

∀w ∈ C∞(R→Rq) ∃ (x1, u) ∈ C∞(R→Rr × Rm) :

ET1ẋ1 = AT1x1 +Bu+Qw. (10)

Furthermore, it is a straightforward calculation to see
that for any (z, u) ∈ C∞(R→ Rn × Rm) with ( z1z2 ) :=
[T1, T2]−1z we have

(( zu ) , 0, 0) ∈ ZD[EK ,AK ,0,CK ]

⇐⇒ (( z1u ) , 0, 0) ∈ ZD[EK1 ,A
K
1 ,0,0]

∧ z2 = 0.

Therefore, it suffices to find a control K =
[K1,K2] ∈ Rk×n × Rk×m compatible for [E,A,B,C]
such that [EK1 , A

K
1 , Q

K , 0] is disturbance decoupled and
ZD[EK1 ,A

K
1 ,0,0]

are autonomous.

Step 2 : In order to construct K, we consider a Kalman
controllability decomposition of [ET1, AT1, B] according
to [17]. This means that there exists W ∈ Gll(R) and
V ∈ Glr(R) such that

[WET1V,WAT1V,WB]

=



E11 E12 E13

0 E22 E23

0 0 E33

 ,

A11 A12 A13

0 A22 A23

0 0 A33

 ,

B1

0

0


 , (11)

where

(i) [E11, A11, B1] ∈ Σl1,n1,m with l1 = rk[E11, B1] ≤
n1 +m is completely controllable,

(ii) [E22, A22, 0] ∈ Σl2,n2,m with l2 = n2 and E22 is
invertible,

(iii) [E33, A33, 0] ∈ Σl3,n3,m with l3 ≥ n3 satisfies
rkC(λE33 −A33) = n3 for all λ ∈ C.

Recall that [E11, A11, B1] is completely controllable (see
e.g. the survey [11]) if, and only if,

V∗[E11,A11,B1,0]
∩W∗[E11,A11,B1,0]

= Rn1 .

Partitioning WQ = [Q>1 , Q
>
2 , Q

>
3 ]> according to the

block structure in (11), it follows from (10) that

∀w ∈ C∞(R→Rq) ∃ z3 ∈ C∞(R→Rn3) :

E33ż3 = A33z3 +Q3w. (12)

For the investigation of [E11, A11, B1] we put this system
into so called feedback form, see e.g. [11]. To this end we
introduce the following notation: For j ∈ N let

Kj =

[
1 0

1 0

]
, Lj =

[
0 1

0 1

]
∈ R(j−1)×j

and, for some multi-index α = (α1, . . . , αj) ∈ Nj , we
define

Kα = diag(Kα1
, . . . ,Kαj ),

Lα = diag(Lα1
, . . . , Lαj ) ∈ R(|α|−`(α))×|α|,

where `(α) = j and |α| =
∑j
i=1 αi are the length and ab-

solute value of the multi-index α, resp. Now, by complete
controllability of [E11, A11, B1] and rk[E11, B1] = l1 it
follows from [11, Thm. 3.3 & Cor. 3.4] that there exist

W̃ ∈ Gll1(R), Ṽ ∈ Gln1
(R), U ∈ Glm(R), F ∈ Rn1×m

such that

[W̃E11Ṽ , W̃A11Ṽ + W̃B1F, W̃B1U ]

=



In11

0

0 Kα

0 0

 ,

Ã11 0

0 Lα

0 0

 ,

B11 0 0

0 0 0

0 Im2
0


 , (13)

where Ã11 ∈ Rn11×n11 , B11 ∈ Rn11×m1 , m = m1 +m2 +
m3 and α ∈ Nnα is some multi-index. We may now
observe that for

E =

[
1 0

1 0

]
, A =

[
0 1

0 1

]
, K = [0, · · · , 0, 1],

the system [
E

0

]
ẋ(t) =

[
A

K

]
x(t)

has a smooth solution x(·) with Ex(0) = Ex0 for every
initial condition x0. Therefore,K is a compatible control
for [E,A, 0, 0]. Define

Eα = diag(e[α1]
α1

, . . . , e
[αnα ]
αnα ) ∈ R|α|×nα ,

where e
[j]
i ∈ Rj is the ith canonical unit vector in Rj .

Blockwise application of this argument yields that the
system [

Kα

0

]
ẋ(t) =

[
Lα

E>α

]
x(t)

has a smooth solution x(·) with Kαx(0) = Kαx
0 for

every initial condition x0. Therefore, E>α is a compatible
control for [Kα, Lα, 0, 0]. We may now define

K̃1 :=


0 0

0 0

0 E>α

 , K̃2 :=


Im1

0 0

0 0 Im3

0 0 0


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and conclude that [K̃1, K̃2] is a compatible control for

[W̃E11Ṽ , W̃A11Ṽ + W̃B1F, W̃B1U, 0]. Defining

K̂1 := K̃1Ṽ
−1 + K̃2U

−1FṼ −1,

K1 :=
[
[K̂1, 0k×n2

, 0k×n3
]V −1, 0k×(n−r)

]
[T1, T2]−1,

K̂2 := K̃2U
−1, K2 := K̂2,

it is then easy to see that [K1,K2] is compatible for
[E,A,B,C].
Step 3 : It remains to show that K = [K1,K2] sat-
isfies the requirements. By Step 1 and Lemma 11
we find that ZD[EK1 ,A

K
1 ,0,0]

are autonomous if,

and only if, rkR[s](sE
K
1 − AK1 ) = r + m. The lat-

ter follows from the fact that by Step 2 we have

rkR[s]


sE11 −A11 sE12 −A12 sE13 −A13 −B1

0 sE22 −A22 sE23 −A23 0

0 0 sE33 −A33 0

−K̂1 0 0 −K̂2



= rkR[s]




sIn11 − Ã11 0

0 sKα − Lα
0 0

 [sE12 −A12 sE13 −A13

] 
−B11 0 0

0 0 0

0 −Im2 0


0

[
sE22 −A22 sE23 −A23

0 sE33 −A33

]
0

0 0

0 0

0 −E>α

 0


−Im1 0 0

0 0 −Im3

0 0 0




= r +m

since

rkR[s]

[
sE22 −A22 sE23 −A23

0 sE33 −A33

]
= n2 + n3

and rkR[s]

[
sKα − Lα
−E>α

]
= |α|.

We show that (9) holds. This is clearly equivalent to
showing that for all w ∈ C∞(R → Rq) there exists
(z1, z2, z3, u) ∈ C∞(R→ Rn1 × Rn2 × Rn3 × Rm) such
that[E11 E12 E13

0 E22 E23

0 0 E33
0 0 0

](
ż1
ż2
ż3

)
=

[
A11 A12 A13

0 A22 A23

0 0 A33

K̂1 0 0

](
z1
z2
z3

)
+

[
B1
0
0
K̂2

]
u+

[
Q1

Q2

Q3

0

]
w.

By (12) there exists z3, and z2 is then the solution of an
ODE as E22 is invertible. In order to find (z1, u) we need

to find a solution to the equation[
E11 0

0 0

](
ż1(t)

u̇(t)

)
=

[
A11 B1

K̂1 K̂2

](
z1(t)

u(t)

)
+

(
f(t)

0

)

for any given inhomogeneity f ∈ C∞(R → Rl1). In
view of (13), this is equivalent to finding a solution
(v1, v2, u1, u2, u3) ∈ C∞(R→Rn11×R|α|×Rm1×Rm2×
Rm3) of

d
dt I−Ã11 0 −B11 0 0

0
d
dtKα−Lα 0 0 0

0 0 0 −Im2 0

0 0 −Im1
0 0

0 0 0 0 −Im3

0 −E>α 0 0 0


(
v1
v2
u1
u2
u3

)
=

 f1
f2
f3
0
0
0



for (f1, f2, f3) ∈ C∞(R→ Rn11 × R|α|−nα × Rm2). Set
u1 = 0, u2 = f3, u3 = 0 and choose v1 such that v̇1 =
Ã11v1 + f1. It remains to find v2 such that[

Kα

0

]
v̇2 =

[
Lα

E>α

]
v2 +

(
f2

0

)
.
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By a permutation of variables in v2, the above system
can equivalently be written as[

I|α|−nα 0

0 0

](
v̇21

v̇22

)
=

[
L11 L12

0 Inα

](
v21

v22

)
+

(
f2

0

)

and this equation obviously has a solution for every f2.
This completes the proof of the theorem. 2

Note that as a consequence of Theorem 12, for any
[E,A,B,C] ∈ Σl,n,m,p there always exists a control

K ∈ Rk×(n+m) compatible for [E,A,B,C] such that
ZD[EK ,AK ,0,CK ] are autonomous.

5 Lebret’s open problem

Lebret [28] pointed out that solvability of the DDP with
proportional state feedback does not guarantee distur-
bance rejection in general. This is still true when we
consider behavioral feedback. The following example is
taken from [28].

Example 13 Consider the system

[1, 0] ẋ(t) = [0,−1]x(t)+u(t)+w(t), y(t) = [1, 0]x(t).

It is straightforward to check that the condition in The-
orem 12 is satisfied and hence there exists a compatible
control [K1,K2] which achieves disturbance decoupling
and autonomous zero dynamics of the closed-loop sys-
tem. For the present example we may choose, e.g.,

K1 = [0, 0], K2 = [1]

and hence the closed-loop system reads

ẋ1(t) = −x2(t) + w(t), u(t) = 0, y(t) = x1(t).

However, y still depends on w as

y(t) = x1(0) +

∫ t

0

w(s)− x2(s) ds , t ∈ R,

but the disturbance is canceled by the free variable x2 in
the sense that two different disturbances are not distin-
guishable at the output. The dependence of y on the dis-
turbance is therefore hidden.

To exclude a hidden dependence on the disturbance an
additional assumption for disturbance decoupling sug-
gested by Lebret [28] is uniqueness of the output of the
closed-loop system. This justifies the following defini-
tion.

Definition 14 Let [E,A, 0, C] ∈ Σl,n,0,p and Q ∈ Rl×q.
Then we call [E,A,Q,C] disturbance decoupled with

output uniqueness (DDOU), if [E,A,Q,C] is distur-
bance decoupled and

∀w ∈ C∞(R→Rq) ∀ (x1, w, y1), (x2, w, y2)

∈ B[E,A,Q,C] ∩ C∞(R→Rn × Rq × Rp)
∀ I ⊆ R open interval : y1|I = y2|I =⇒ y1 = y2.

Note that by linearity, [E,A,Q,C] is DDOU if, and only
if, [E,A,Q,C] is disturbance decoupled and

∀ (x, y) ∈ B[E,A,0l×0,C] ∩ C∞(R→Rn × Rp)
∀ I ⊆ R open interval : y|I = 0 =⇒ y = 0.

Therefore, compared to disturbance decoupling, the ad-
ditional condition of output uniqueness in the property
DDOU is independent of Q.
In the context of feedback in the behavioral sense, and
using the notation from Theorem 12, we may now seek
for a compatible control K such that [EK , AK , QK , CK ]
is DDOU and ZD[EK ,AK ,0,CK ] are autonomous. Le-
bret [28] conjectures a characterization of this problem
(without the additional property of the zero dynamics)
where proportional state feedback u = Fx is considered
– a proof or counterexample to this conjecture has not
been found so far. In Subsections 5.1 and 5.2 we derive
two different solutions using the more general behavioral
feedback.
First, we show that the problem of achieving a unique
output is the same as the problem of achieving a unique
state. The latter means that the underlying DAE is au-
tonomous. To define this we consider the set of homoge-
neous DAEs

d
dtEx(t) = Ax(t), (14)

where E,A ∈ Rl×n, which is denoted by Σl,n and we
write [E,A] ∈ Σl,n. The behavior of [E,A] ∈ Σl,n is
given by

B[E,A] := {x ∈ L1
loc(R→Rn) | Ex ∈ AC(R→Rl),

x satisfies (14) for almost all t ∈ R },

Similar to autonomous zero dynamics, a DAE [E,A] ∈
Σl,n is called autonomous, if

∀x1, x2 ∈ B[E,A] ∀ I ⊆ R open interval :

x1|I
a.e.
= x2|I =⇒ x1

a.e.
= x2.

For characterizations of autonomy see also [13]. Here we
need the following algebraic characterization which is an
immediate consequence of [11, Cor. 5.2].

Lemma 15 A DAE [E,A] ∈ Σl,n is autonomous if, and
only if, rkR[s](sE −A) = n.

In the following result we show that a system is DDOU
with autonomous zero dynamics if, and only if, it is dis-
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turbance decoupled and autonomous.

Proposition 16 Let [E,A, 0, C] ∈ Σl,n,0,p and Q ∈
Rl×q. Then [E,A,Q,C] is DDOU and ZD[E,A,0,C] are
autonomous if, and only if, [E,A,Q,C] is disturbance
decoupled and [E,A] is autonomous.

PROOF. ⇐: First, by autonomy of [E,A] and
Lemma 15 we have

rkR[s](sE −A) = n, thus rkR[s]

[
sE −A
−C

]
= n,

which, by Lemma 11 is equivalent to ZD[E,A,0,C] being

autonomous. Choose V ∈ Glp(R) such that V C =
[
C1
0

]
where C1 ∈ Rp1×n has full row rank. Then, invoking
that [E,A,Q,C] is disturbance decoupled, [E,A,Q,C]
is DDOU, if

∀ (x, y) ∈ B[E,A,0,C1] ∩ C
∞(R→Rn × Rp1)

∀ I ⊆ R open interval : y|I = 0 ⇒ y = 0.

Clearly, ZD[E,A,0,C1] are autonomous as well, so we may
apply [7, Thm. 4.3] to find S ∈ Gll(R), T ∈ Gln(R)
such that

SET =


In1

0 0

0 E32 N

0 E42 E43

 , SAT =


A11 A12 0

0 0 In3

0 A42 0

 ,
C1T = [0, Ip1 , 0], (15)

where N ∈ Rn3×n3 is nilpotent with Nν = 0, Nν−1 6=
0. Seeking a contradiction, assume that there exists an
open interval I = (a, b) ⊆ R and (x, y) ∈ B[E,A,0,C1] ∩
C∞(R→ Rn × Rp1) such that y|I = 0 and y 6= 0. Let
(x>1 , y

>, x>3 )> = T−1x, then

x3 =

ν−1∑
i=0

E32N
iy(i+1) and

x1(t) = eA11(t−a)x1(a) +

∫ t

a

eA11(t−s)A12y(s) ds

for all t ∈ R, and hence x3|I = 0. Since x̃1(t) :=

eA11(t−a)x1(a), t ∈ R, and x̃ := T (x>1 , 0, 0)> satisfy
(x̃, 0) ∈ B[E,A,0,C1], by linearity of the behavior we find
(x− x̃, y) ∈ B[E,A,0,C1] and we have (x− x̃)|I = 0. Au-
tonomy of [E,A] now implies x− x̃ = 0, thus, in partic-
ular, y = 0.
⇒: We only need to show that [E,A] is autonomous.
Again we assume that (15) holds for some invertible S
and T . Then, invoking Lemma 15, [E,A] is autonomous

if, and only if,

rkR[s]


sI −A11 −A12 0

0 sE32 sN − I
0 sE42 −A42 sE43

 = n

⇐⇒ rkR[s]

[
sE32 sN − I

sE42 −A42 sE43

]
= p1 + n3.

Seeking a contradiction, assume that
rkR[s]

[
sE32 sN−I

sE42−A42 sE43

]
< p1 + n3 and hence the DAE[[

E32 N
E42 E43

]
,
[

0 I
A42 0

]]
is not autonomous. Therefore,

there exists (y, x3) ∈ C∞(R→Rp1 × Rn3) and an open
interval I ⊆ R such that (y, x3)|I = 0 and (y, x3) 6= 0. If

y = 0, then x3 =
∑ν−1
i=0 E32N

iy(i+1) = 0 which cannot
be, thus y 6= 0. Chosse x1 ∈ C∞(R→ Rn1) such that
ẋ1 = A11x1 +A12y, then, with x := T (x>1 , y

>, x>3 )> we
have (x, y) ∈ B[E,A,0,C1] ∩ C∞(R → Rn × Rp1). Since
y|I = 0 and y 6= 0 this contradicts the assumption of
unique output. 2

Using state feedback u = Fx, the problem of finding F
such that the closed-loop system is disturbance decou-
pled and the output is unique has been called DDP in [28]
and the problem of finding F such that the closed-loop
system is autonomous and disturbance decoupled has
been called DDPU in [2, 28]. Proposition 16 shows that
in the case of behavioral feedback the DDP (where we
can always achieve autonomous zero dynamics) is equiv-
alent to the DDPU.
In the remainder of this section we present two differ-
ent solutions to the DDP with unique output. In the
first approach we seek for an additional condition on
[E,A,B,C] andQ compared to that in Theorem 12 that
ensures autonomy of the closed-loop system. In the sec-
ond approach, we keep the condition from Theorem 12
and relax the assumption on the behavioral control K.
Instead of requiring K to be compatible for [E,A,B,C],
we requireK to be compatible for the system which con-
sists of those trajectories which produce zero output.

5.1 Solution by additional assumption

We start with a characterization of all compatible con-
trols K which render [EK , AK ] autonomous.

Proposition 17 Let [E,A,B,C] ∈ Σl,n,m,p and let

K ∈ Rk×(n+m). Choose, according to [16, Cor. 2.3],
S ∈ Gll(R) and T ∈ Gln+m(R) such that

S[sE −A,−B]T =

[
sIn1

−A11 −A12 0

0 0 sE22 −A22

]
,

(16)
where A11 ∈ Rn1×n1 , A12 ∈ Rn1×n2 , E22, A22 ∈
R(l−n1)×n3 with rkC(λE22 − A22) = n3 for all λ ∈
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C, and let KT = [K1,K2,K3] according to the par-
titioning in (16). Then K is a compatible control for
[E,A,B,C] such that [EK , AK ] is autonomous if, and
only if, imK1 ⊆ imK2 and K2 has full column rank n2.

PROOF. ⇒: Let x1 ∈ C∞(R→Rn1) be such that ẋ1 =
A11x1. Then (x, u) := T (x>1 , 0, 0)> satisfies (x, u, Cx) ∈
B[E,A,B,C]. Since K is compatible for [E,A,B,C] there
exists (x̃, ũ) ∈ B[EK ,AK ,0,0] ∩ C∞(R→ Rn × Rm) such

that Ex(0) = Ex̃(0). Write (x̃>1 , x̃
>
2 , x̃

>
3 )> = T−1x̃ ac-

cording to the decomposition (16). If follows from the
condition rkC(λE22 − A22) = n3 for all λ ∈ C that
x3 = 0, see e.g. [15, Thm. 3.2]. Then Ex(0) = Ex̃(0) if,
and only if, x1(0) = x̃1(0). As furthermore

K1x̃1(0) +K2x̃2(0) = 0

and x1(0) is arbitrary it follows that imK1 ⊆ imK2.
Then, in particular, there exists Z ∈ Rn2×n1 such that
K1 = K2Z.
In order to show thatK2 has full column rank, we assume
that rkK2 < n2. Note that we have[

S 0

0 Ik

]
(sEK −AK)T =

[
sIn1

−A11 −A12 0

0 0 sE22−A22

−K2Z −K2 −K3

]
.

If rk
[
A12

K2

]
< n2, then there exists y ∈ Rn2 such that

A12y = 0 and K2y = 0. Therefore,[
sIn1

−A11 −A12 0

0 0 sE22−A22

−K2Z −K2 −K3

](
0
y
0

)
= 0,

which contradicts the fact that rkR[s](sE
K −AK) = n+

m by autonomy of [EK , AK ] and Lemma 15. Assume

that rk
[
A12

K2

]
= n2 and let S =

[
S11 S12

S21 S22

]
∈ Gll+k(R),

where S11 ∈ Rn2×l, S22 ∈ R(l+k−n2)×k and S12, S21 are
of appropriate sizes, be such that[

S11 S12

S21 S22

][
A12

K2

]
=

[
In2

0

]
.

We show that kerS21 6= {0} by contradiction. So assume
that kerS21 = {0}. Then S21A12 + S22K2 = 0 implies

A12 = −(S>21S21)−1S>21S22K2,

and, since kerK2 6= {0}, we arrive at

ker

[
A12

K2

]
= ker

[
−(S>21S21)−1S>21S22K2

K2

]
6= {0},

a contradiction. Now let v ∈ kerS21\{0} and set p1(s) :=(
sI − (A11 −A12Z)

)−1
v ∈ R(s)n1 \ {0}. Then

S21

(
sI − (A11 −A12Z)

)
p1(s) = 0

⇐⇒ S21(sI −A11)p1(s) + S21A12Zp1(s) = 0

S21A21

+S22K2 = 0

⇐⇒ S21(sI −A11)p1(s)− S22K2Zp1(s) = 0

⇐⇒ [S21, S22]

[
sI −A11

−K2Z

]
p1(s) = 0.

Set p2(s) := [S11, S12]
[
sI−A11

−K2Z

]
p1(s) ∈ R(s)n2 and

p3(s) := 0 ∈ R(s)n3 . Then[
S11 S12

S21 S22

][
sI −A11

−K2Z

]
p1(s)−

[
In2

0

]
p2(s) = 0

⇐⇒

[
sI −A11

−K2Z

]
p1(s)−

[
A12

K2

]
p2(s) = 0

⇐⇒


sI −A11 −A12 0

0 0 sE22 −A22

−K2Z −K2 −K3



p1(s)

p2(s)

p3(s)

 = 0,

and hence rkR[s](sE
K − AK) = rkR(s)(sE

K − AK) <
n+m, a contradiction.
⇐: Let Z ∈ Rn2×n1 be such that K1 = K2Z. First we
show thatK is compatible for [E,A,B,C]. Let (x1, x2) ∈
C∞(R→Rn1 × Rn2) be such that ẋ1 = A11x1 + A12x2.
Then, for the solution x̃1 of

d
dt x̃1 = (A11 −A12Z)x̃1, x̃1(0) = x1(0),

and x̃2 := −Zx1 we find

d
dt x̃1 = A11x̃1 +A12x̃2, K2Zx̃1 +K2x̃2 = 0,

and, furthermore,

[In1 , 0]

(
x1(0)

x2(0)

)
= [In1 , 0]

(
x̃1(0)

x̃2(0)

)
,

which proves that [K1,K2,K3] is compatible for
[E,A,B,C]. For autonomy, by Lemma 15 it remains to
show that

rkR[s]


sI −A11 −A12 0

0 0 sE22 −A22

−K2Z −K2 −K3

 = n+m
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or, what is the same because of the rank property of
sE22 −A22, that

kerR[s]

[
sI −A11 −A12

−K2Z −K2

]
= {0}.

Let p1(s) ∈ R[s]n1 , p2(s) ∈ R[s]n2 be such that[
sI −A11 −A12

−K2Z −K2

](
p1(s)

p2(s)

)
= 0.

Since K2 has full column rank it follows p2(s) =
−Zp1(s). Therefore,

0=(sI−A11)p1(s)+A12p2(s)=
(
sI−(A11−A12Z)

)
p1(s)

and hence p1(s) = 0 and p2(s) = 0. This completes the
proof. 2

For the proof of the main result of this section we need
some preliminaries on disturbance decoupling for ODE
systems with a feedthrough term, i.e., systems of the
form

d
dtx(t) = Ax(t) +Bu(t) +Qw(t),

y(t) = Cx(t) +Du(t).
(17)

We seek a state feedback u = Fx such that the closed-
loop system [I, A + BF,Q,C + DF ] is disturbance de-
coupled. This problem has been treated in [32] and in a
more general form in [33]. To find a geometric character-
ization of solvability of this problem, we need to intro-
duce the following modification of the generalized Wong
sequences which incorporates the feedthrough term. De-
fine

U0
[A,B,C,D] := Rn,

U i+1
[A,B,C,D] :=

[
A

C

]−1((
U i[A,B,C,D] × {0}

)
+ im

[
B

D

])

and, since this is a non-increasing sequence of subspaces
which terminates after finitely many steps, we may set

U∗[A,B,C,D] :=
⋂
i∈N0

U i[A,B,C,D].

By [32, Lem. 2.5], U∗[A,B,C,D] is the largest subspace U ⊆
Rn such that there exists F ∈ Rm×n which satisfies

(A+BF )U ⊆ U and (C +DF )U = {0}.

The following result is a simple modification of [34,
Thm. 4.8] or [32, Thm. 2.17], resp.

Lemma 18 Let A ∈ Rn×n, B ∈ Rn×m, C ∈ Rp×n, D ∈

Rp×m and Q ∈ Rn×q. Then there exists F ∈ Rm×n such
that [I,A + BF,Q,C + DF ] ∈ Σn,n,q,p is disturbance
decoupled if, and only if, imQ ⊆ U∗[A,B,C,D].

Theorem 19 Let [E,A,B,C] ∈ Σl,n,m,p andQ ∈ Rl×q.
Choose S ∈ Gll(R), T ∈ Gln+m(R) such that (16)

holds and let, accordingly, SQ =
[
Q1

Q2

]
and [C, 0]T =

[C1, C2, C3]. Then there exists a control K ∈ Rk×(n+m)

compatible for [E,A,B,C] such that [EK , AK , QK , CK ]
is disturbance decoupled and [EK , AK ] is autonomous if,
and only if,

(i) imQ ⊆ EV∗[E,A,B,C] +AW∗[E,A,B,C] + imB,

(ii) imQ1 ⊆ U∗[A11,A12,C1,C2]
.

PROOF. ⇒: (i) follows from Theorem 9. Let KT =
[K1,K2,K3] according to the decomposition (16). Then
Proposition 17 gives that imK1 ⊆ imK2 and K2 has
full column rank. In particular, K1 = K2Z for some
Z ∈ Rn2×n1 . From Proposition 5 we may deduce that

∀w ∈ C∞(R→Rq) ∃ (x1, x2) ∈ C∞(R→Rn1 × Rn2) :

C1x1 + C2x2 = 0 ∧ ẋ1 = A11x1 +A12x2 +Q1w

∧ K2Zx1 +K2x2 = 0.

By rkK2 = n2 we find x2 = −Zx1 and hence

∀w ∈ C∞(R→Rq) ∃x1 ∈ C∞(R→Rn1) :

(C1 − C2Z)x1 = 0 ∧ ẋ1 = (A11 −A12Z)x1 +Q1w.
(18)

This means that [I, A11−A12Z,Q1, C1−C2Z] is distur-
bance decoupled. Then Lemma 18 implies (ii).
⇐: By (ii) and Lemma 18 there exists Z ∈ Rn2×n1 such
that (18) holds. By (i) and the decoupling of the sys-
tems in (16) we find that, using the same argument as
in Step 1 of the proof of Theorem 12,

∀w ∈ C∞(R→Rq) ∃x3 ∈ C∞(R→Rn3) :

E22ẋ3 = A22x3 +Q2w. (19)

ChoosingK2 = In2 ,K1 = Z andK3 = 0 we obtain that,
invoking (19),

∀w ∈ C∞(R→Rq)
∃ (x1, x2, x3) ∈ C∞(R→Rn1 × Rn2 × Rn3) :

d
dtI −A11 −A12 0

0 0 d
dtE22 −A22

−Z −In2 0



x1

x2

x3

 =


Q1

Q2

0

w.
This shows that [EK , AK , QK , CK ] is disturbance de-
coupled. Compatibility of K and autonomy of [EK , AK ]
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is an immediate consequence of the choice of K and
Proposition 17. 2

5.2 Solution by relaxing compatibility

In this subsection we present a different solution for
DDOU where condition (ii) in Theorem 19 is avoided.
However, the drawback is that the control is not com-
patible in general. This is a trade-off between require-
ments on the data and properties of the control. For a
motivation we revisit Example 13.

Example 20 Use the notation from Example 13. By im-
plementing the condition y = 0 as an additional con-
straint in the system itself, i.e., extending [K1,K2] to

K1 =

[
0 0

1 0

]
, K2 =

[
1

0

]

we achieve the closed-loop system

0 = x2(t) + w(t), x1(t) = u(t) = 0, y(t) = 0,

where now the output is independent of the disturbance.
Furthermore, we still have existence of a solution for
every w ∈ C∞(R→R). However, the control [K1,K2] is
not compatible anymore for the system [E,A,B,C], but
it is compatible for the system [[E0 ] , [AC ] , [B0 ] , 0].

Example 20 motivates to relax the assumption of com-
patibility of the control K. This may be justified by the
fact that for disturbance decoupling only solutions (x, u)
of the disturbed system with Cx = 0 are considered,
cf. Proposition 5. Therefore, it is sometimes sufficient
to restrict the compatibility of K to those solution
trajectories, i.e., only require K to be compatible for
[[E0 ] , [AC ] , [B0 ] , 0]. In other words, this means that K is
a compatible control for the zero dynamics ZD[E,A,B,C].
The above motivation justifies the following ansatz
for K,

K =

[
C 0

Z1 Z2

]
,

for Z1 ∈ Rk×n, Z2 ∈ Rk×m. The idea is that putting
C into the control K does not change solvability of the
DDP since the constraintCx = 0 is present anyway. Fur-
thermore, this “superfluous” constraint makes it easier
rather than harder to find Z1 and Z2 such that [EK , AK ]
is autonomous. This structure ofK allows to derive some
crucial connections.

Proposition 21 Let [E,A,B,C] ∈ Σl,n,m,p and Q ∈
Rl×q. There exists a control K ∈ Rk×(n+m) compatible
for [[E0 ] , [AC ] , [B0 ] , 0] such that [EK , AK , QK , CK ] is dis-
turbance decoupled and [EK , AK ] is autonomous if, and
only if, there exists a control [Z1, Z2] ∈ Rk×n × Rk×m

compatible for [[E0 ] , [AC ] , [B0 ] , 0] such that, with K̃ =[
C 0
Z1 Z2

]
, [EK̃ , AK̃ , QK̃ , 0] is disturbance decoupled and

[EK̃ , AK̃ ] is autonomous.

PROOF. For ⇒ set [Z1, Z2] = K and for ⇐ set
K =

[
C 0
Z1 Z2

]
. The remaining calculations are simple and

straightforward. 2

Under this relaxed compatibility assumption on K the
DDP with output uniqueness is solvable if, and only
if, the DDP is solvable. That is, using this larger class
of controls, the output uniqueness (in fact, the state
uniqueness by Proposition 16) can always be satisfied
when disturbance decoupling can be achieved. In this
sense, the disturbance decoupling problem (called IDDP
in [28]), the disturbance decoupling problem with state
uniqueness (called DDPU in [28]) and the disturbance
decoupling problem with output uniqueness (called DDP
in [28]) are all equally hard problems.

Theorem 22 Let [E,A,B,C] ∈ Σl,n,m,p andQ ∈ Rl×q.
Then there exists a control K ∈ Rk×(n+m) compatible
for [[E0 ] , [AC ] , [B0 ] , 0] such that [EK , AK , QK , CK ] is dis-
turbance decoupled and [EK , AK ] is autonomous if, and
only if,

imQ ⊆ EV∗[E,A,B,C] +AW∗[E,A,B,C] + imB.

PROOF. By Proposition 21 the problem of finding
K is equivalent to finding a control Z = [Z1, Z2] ∈
Rk×n × Rk×m compatible for [[E0 ] , [AC ] , [B0 ] , 0] such

that, with K̃ =
[
C 0
Z1 Z2

]
, [EK̃ , AK̃ , QK̃ , 0] is disturbance

decoupled and [EK̃ , AK̃ ] is autonomous. Observe that

[EK̃ , AK̃ , QK̃ , 0] is disturbance decoupled if, and only
if, [EZ , AZ , QZ , CZ ] is disturbance decoupled. Further-

more, [EK̃ , AK̃ ] is autonomous if, and only if,

rkR[s]


sE −A −B
−C 0

−Z1 −Z2

 = n+m

and this is equivalent to ZD[EZ ,AZ ,0,CZ ] being au-
tonomous. Therefore, the problem of finding K
is equivalent to finding a compatible Z such
that [EZ , AZ , QZ , CZ ] is disturbance decoupled and
ZD[EZ ,AZ ,0,CZ ] are autonomous. The assertion now fol-
lows from Theorem 12. 2

6 Conclusions

In the present paper we have derived a geometric charac-
terization for solvability of the DDP by behavioral feed-
back. It turns out that behavioral feedback achieves dis-
turbance decoupling for a larger class of systems than
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proportional state feedback. Exploiting the freedom in
the choice of the behavioral feedback we have shown
that whenever disturbance decoupling can be achieved
we may additionally achieve autonomous zero dynamics.
Furthermore, the behavioral feedback approach allowed
us to solve Lebret’s twenty year old open problem [28]
of disturbance decoupling with output uniqueness.
The behavioral feedback approach to disturbance de-
coupling presented in this paper opens the door for the
study of various related problems and extensions, among
them disturbance decoupled state estimation and distur-
bance decoupling by dynamic feedback controllers us-
ing behavioral feedback as well as almost disturbance
decoupling by behavioral feedback. One may consider
cases where the disturbances influence the measurement
and controlled output, resp., and study the additional
stabilization of the closed-loop system. In the absence
of disturbances some of these problems have already
been treated using the framework of behavioral feed-
back, see [6,11,12]. In the present paper we took the first
step at incorporating disturbance decoupling.

Acknowledgement

I am indebted to Achim Ilchmann (TU Ilmenau) for sev-
eral constructive discussions.

References
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In S. Schöps, A. Bartel, M. Günther, E. J. W. ter Maten,
and P. C. Müller, editors, Progress in Differential-Algebraic
Equations, Differential-Algebraic Equations Forum, pages
21–45. Springer-Verlag, Berlin-Heidelberg, 2014.

[7] T. Berger. Zero dynamics and funnel control of general linear
differential-algebraic systems. ESAIM Control Optim. Calc.
Var., 2015. In press, doi: 10.1051/cocv/2015010.

[8] T. Berger, A. Ilchmann, and T. Reis. Normal forms,
high-gain, and funnel control for linear differential-algebraic
systems. In L. T. Biegler, S. L. Campbell, and V. Mehrmann,
editors, Control and Optimization with Differential-Algebraic
Constraints, volume 23 of Advances in Design and Control,
pages 127–164. SIAM, Philadelphia, 2012.

[9] T. Berger, A. Ilchmann, and T. Reis. Zero dynamics and
funnel control of linear differential-algebraic systems. Math.
Control Signals Syst., 24(3):219–263, 2012.

[10] T. Berger, A. Ilchmann, and S. Trenn. The quasi-Weierstraß
form for regular matrix pencils. Linear Algebra Appl.,
436(10):4052–4069, 2012.

[11] T. Berger and T. Reis. Controllability of linear differential-
algebraic systems - a survey. In A. Ilchmann and
T. Reis, editors, Surveys in Differential-Algebraic Equations
I, Differential-Algebraic Equations Forum, pages 1–61.
Springer-Verlag, Berlin-Heidelberg, 2013.

[12] T. Berger and T. Reis. Observers and dynamic controllers
for linear differential-algebraic systems. Submitted to SIAM
J. Control Optim., preprint available from the website of the
authors, 2015.

[13] T. Berger and T. Reis. Regularization of linear time-invariant
differential-algebraic systems. Syst. Control Lett., 78:40–46,
2015.

[14] T. Berger, T. Reis, and S. Trenn. Observability of linear
differential-algebraic systems. Submitted to Differential-
Algebraic Equations Forum, preprint available from the
website of the authors, 2015.

[15] T. Berger and S. Trenn. The quasi-Kronecker form for matrix
pencils. SIAM J. Matrix Anal. & Appl., 33(2):336–368, 2012.

[16] T. Berger and S. Trenn. Addition to “The quasi-Kronecker
form for matrix pencils”. SIAM J. Matrix Anal. & Appl.,
34(1):94–101, 2013.

[17] T. Berger and S. Trenn. Kalman controllability
decompositions for differential-algebraic systems. Syst.
Control Lett., 71:54–61, 2014.

[18] K. E. Brenan, S. L. Campbell, and L. R. Petzold. Numerical
Solution of Initial-Value Problems in Differential-Algebraic
Equations. North-Holland, Amsterdam, 1989.

[19] C. I. Byrnes and A. Isidori. A frequency domain philosophy
for nonlinear systems, with application to stabilization and to
adaptive control. In Proc. 23rd IEEE Conf. Decis. Control,
volume 1, pages 1569–1573, 1984.

[20] S. L. Campbell, P. Kunkel, and V. Mehrmann. Regularization
of linear and nonlinear descriptor systems. In L. T.
Biegler, S. L. Campbell, and V. Mehrmann, editors, Control
and Optimization with Differential-Algebraic Constraints,
volume 23 of Advances in Design and Control, pages 17–36.
SIAM, Philadelphia, 2012.

[21] D. Chu. A case study for the open question: Disturbance
decoupling problem for singular systems by output feedback.
IEEE Trans. Autom. Control, 46(12):1924–1930, 2001.

[22] D. Chu and V. Mehrmann. Disturbance decoupling for
descriptor systems by state feedback. SIAM J. Control
Optim., 38(6):1830–1858, 2000.

[23] L. R. Fletcher and A. Aasaraai. On disturbance decoupling
in descriptor systems. SIAM J. Control Optim., 27(6):1319–
1332, 1989.
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