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LINEAR-QUADRATIC OPTIMAL CONTROL OF
DIFFERENTIAL-ALGEBRAIC EQUATIONS
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Abstract. We consider the minimization of quadratic cost functionals subject to linear dif-
ferential-algebraic constraints. We show that the optimal control design can be led back to the
solution of certain quadratic matrix equations, which generalize Lur’e and Riccati equations to the
differential-algebraic case. The solvability of this type of equations will shown to be equivalent to
feasibility of the optimal control problem. The latter corresponds to the finiteness of the infimum of
the cost functional for all consistent initial values. We do not assume regularity of the underlying
differential-algebraic equation (DAE). Our theory and numerical analysis also covers indefinite cost
functionals and the case where the optimal control problem is singular, which means that the optimal
control is not unique, or the infimum is not attained.

Thereafter we consider the numerical solution of the matrix equations arising in optimal control.
The approach is based on first deflating a “critical part” from certain associated even matrix pencils.
Thereafter we obtain an algebraic Riccati equation on a subspace, which is solved by the Newton-
ADI iteration. Thereby, we are able to deal with large scale problems. In particular, sparsity of the
involved matrices will be exploited.

Key words. differential-algebraic equations, behavior, linear-quadratic optimal control, Lur’e
equation
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1. Introduction. We focus on the linear-quadratic optimal control with dif-
ferential-algebraic constraints, that is, for given A,& € K9%4 a Hermitian matrix
Q € K77 and w® € K (to be specified later)

(1)
Infimize / wt)*Qu(t)dt s. t. LEw=Aw, Ew(0)=~Ew’ lim Ew(t)=0.

0 t—o00

For the general notation, we refer to the notation list on p. 4.

Our aim is to numerically obtain the matrix determining the optimal cost for all
possible (consistent) initial values. We use the behavior approach [24]: A function
w : R — K9 is said to be a solution of a DAE %gw = Aw, if it belongs to the behavior

%[&A] = {w € E?OC(RZO;K(I) | %511) = .Aw} s

where the derivative in the above definition has to be understood in the weak sense.
Note that this implies that Ew is weakly differentiable, whence we are allowed to define
the evaluation Ew(t) := (Ew)(t) for all ¢ € R>¢. In particular, the initial and end con-
ditions in (1) are well-defined. Next we introduce some spaces related to the behavior.
These will play a crucial role in our theoretical and numerical considerations.

DEFINITION 1. Let £, A € K9%4,
(i) The system space is the smallest subspace Vig 4] with Bie 47 C L3 (R>o; Vie,A])-
(i) The space of consistent differential initial values is

V[%i% = {w’ €KY | Jw € Be 4y : Ew(0) = Ew’ }.
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The following notations are fundamental for dealing with the optimal control
problem (1).
DEFINITION 2. Let £, A € K9*1, Q € K9*7 with Q = Q* be given.
(i) The optimal cost is the function V7 : EV[dglfiq — RU{—00, 00}, with

(2) VH(Ew’) = inf / w(t)* Qu(t) dt < oco.
wWEDB (g, 4 0
Ew(0)=Ew®
limy oo Ew(t)=0

i) The optimal control problem (1) is called feasible, if for all w® € VEE = holds
[€,A]
(3) — 00 < VFT(Euw?) < 0.

(iii) W € Be g with Ew(0) = Ew® and limy_,oo EW(t) = 0 is called an optimal
control for (1), if

@) / (1) Quib(t) dt = V+ (Ew),
0
(iv) The optimal control problem (1) is called regular, if for all w® € V[dgiil], there
exists a unique optimal control for (1). Otherwise, we call (1) singular.

Let a feasible optimal control problem (1) be given. Our aim is to numerically
determine a Hermitian matrix X € K9*9 such that

(5) vu® e VEL o (Ew’)* XEuw® = VT (Eu”).

In case of existence, we further aim to determine the optimal control. We will lead
back this problem to the solution of a certain matrix equation on the system space. To
this end, we first define what we mean be equality of two matrices on some subspace.

DEFINITION 3. Let V C K" be a subspace and M, N € K"*™ be Hermitian. Then
we write M =y N if e*Mx = x*Nx for all x € V.
We will show in Theorem 15 that X € K9%9 as in (5) is a stabilizing solution of

the behavioral Lur’e equation. That is, there exists some p € Ny and some K € KP*9,
such that the pair (X, ) fulfills

(6a) AXEFE XA+ Q =y, , KK, X=X,
(6Db) VA€ Cq rrank [A ]V =n+p,

where V' is a matrix with full column rank and imV' = Vjg 4, and n = rankEV. We
will in particular show that feasibility of the optimal control problem is equivalent to
the existence a pair (X, K) with (6). Furthermore, an optimal control will be proven
to be a solution of the initial value problem

(7) 4 [ﬂ W= [ﬂ w, Ew(0) = Euw’.

Thereafter we will present an algorithm for the numerical determination of (X, K).
This algorithm is able to treat the case where g and ¢ are large provided that

e & and A are sparse and Q has low-rank, and

e X has low numerical rank. That is, only few eigenvalues of X are not small.
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In particular, our algorithm will produce a low-rank approximation X ~ SS*, where
S € K9* with | < g.

Remark 4 (Optimal control of DAEs).
a) Let E,A,Q € K™ B,S € K" and R € K™*™ be given with Q = Q* and
R = R*. Consider the optimal control problem:

I A N T R

subject to & Ex = Az + Bu, Exz(0) = Ez°, m Ez(t) =0.

li
t—o0

By putting
© e=[r o, A=[a B, wo-(i)). o=[& 3]

we see that (8) a special case of (1).

b) The solution of the infinite time horizon linear-quadratic optimal control problem

for DAEs with constant coefficients is a well researched topic. The vast majority
of literature on this topic considers the optimal control problem (8). In particular,
there exists various articles on theoretical analysis of the problem [2, 13, 15, 18,
19, 21, 28]. Except for [13, 28], these article assume regularity of the optimal
control problem (8) together with invertibility of R € K™*™_ In [13], the matrix
Q = [ SQ* }S{] is assumed to be positive semidefinite. In [12], optimal control for
controllable behavior systems is considered. The most general theoretical approach
to the optimal control problem (8) has been presented in [28], where only regularity
of the pencil sE — A has been presumed.
Most of the aforementioned articles only treat theoretical aspects. A numerical
treatment has been done in [21], where an a priori feedback transformation has
been performed, which leads to optimal control of a system with index one. This
allows to extract an optimal control problem for ordinary differential equation
(ODE) and thereafter using appropriate numerical methods.

We note that the use of the behavioral approach (i.e., we do not distinguish between
input and state) is not the main achievement of this article. We use this approach
since it is both, slightly more general than (8), and our theoretical and numerical
considerations do not require the distinction between input and state variables. In
an abstract manner, a DAE optimal control task can be regarded as a constrained
optimization problem. These constraints are given by the DAE. The distinction of
input and state is therefore not necessary in optimal control. A similar justification
of the behavioral approach for the consideration of optimal control of time-varying
DAEs has been made in [17].

1.1. Outline. In the first four sections we present the theoretical basis for our
numerical investigations. The forthcoming section 2 is about fundamentals on matrix
pencils and behaviors. We further give some matrix theoretical characterizations of
the system space and the space of consistent initial differential values using a Wong
sequence. This will build the foundation for our numerical analysis. Then we show
in section 3 that the existence of a stabilizing solution is equivalent to the feasibility
of the linear quadratic optimal control problem. In section 4 we will give a special
representation for the solutions of behavioral Lur’e equations via deflating subspaces
of so-called even matriz pencils. We show that - via deflation of a certain part of
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the even matrix pencil - we are led to a projected Lur’e equation that is equivalent
to a projected algebraic Riccati equation. The latter can thereafter be solved by the
Newton-ADI iteration [8]. The tool to get the right subspaces for the deflation are
the so-called neutral Wong sequences.

In section 5, we present the numerical algorithms which are derived from the
presented theory. Our approach relies on overloading methods like the matrix multi-
plication and inversion with methods for projected matrices. We first give a reference
implementation for these methods, which is suitable for large scale and sparse prob-
lems. Then we give algorithms for both, the Wong sequence and the neutral Wong
sequences. This leads to a projected Lur’e equation which can - in theory - be re-
formulated as an algebraic Riccati equation. However, instead of using the methods
given in [8], we avoid reformulating the equation by modifying the Newton algorithm
such that the we are able to overload specific operations. This preserves in particular
the sparsity. In section 6 we demonstrate the applicability of our results by means of
examples from electrical circuit theory and flow dynamics.

2. Preliminaries. In this section we recall the basics and show some auxiliary
results needed in the following sections. We use the following notation.

K either the field R of real or the field C of complex numbers

Ny set of natural numbers including zero

R>o, set of non-negative real numbers

C, open set of complex numbers with positive real part

K[s] the ring of polynomials with coefficients in K

R9*4 the set of g x ¢ matrices with entries in the ring R

Gl,(K) the group of invertible n x n matrices with coefficients in the
field K

Iy, 0g.4 identity matrix of size n x n and zero matrix of size g x ¢, resp.
(subscript may be omitted, if clear from context)

M* conjugate transpose of M € K™*"

M+ a pseudoinverse of M € K™X" ie., MT € K"™™ with
MMYM =M and MYMM* = M™*

M~y = {2z €K% | Mz € V}, the preimage of V C K9 under M €
K9%a

L2 .(Z;V) the set of measurable and locally square integrable functions

f:Z—V,where Z CR, and V is a finite-dimensional normed
space

2.1. Matrix pencils and Wong sequences. The analysis of linear DAEs
%Ew = Aw with £, A € K9%9 leads to the study of matriz pencils A — s€ € K[s]9*4.
Next we introduce some concepts related to matrix pencils.

DEFINITION 5.

a) A matriz V. € K9%¢ is called a basis matrix for a subspace V C K9, if it has full
column rank and imV = V.

b) A subspace V C K9 is called deflating subspace for the pencil A — s€ € K[s]9%4 if,
for a basis matriz V € K9%k of V, there ewists some £ € Ng, a matriz W E~K9”
with full column rank, and a pencil A—s& € K[s]**¥ with maxec rank(A—N\E) = £
such that

(10) (A—=3sE)V =W (A-sE).

¢) The matriz pencil A — s€ € K[s]979 is called regular, if ¢ = g and there exist
A € K such that A — A€ € Gl (K).



d) A € C is called generalized eigenvalue of A — s€ € K[s]9%9, if rank A — \E <
max,ec rank 4 — p€.

The definition of deflating subspaces is taken from [26, 25], since we will refer to
some related results. On the other hand, for numerical methods a different definition
became accepted [22]. The latter is advantageous for developing numerical algorithms,
which is why we show that these definitions are equivalent.

LEMMA 6. Let a matriz pencil A — s€ € K[s]9%? be given, and assume that V €
K9%F is a matric with full column rank. Then the following statements are equivalent:

(i) There exists some £ € No, a matriz W € K9 with full column rank, and a
pencil A — s € K[s]"** with maxyec rank(A — AE) = ¢ such that (A — sE)V =
W(A - sE).

(ii) There exist matrices R, L € KF*¥ such that AVL = EVR and L —sR € K[s]***
s reqular.

Proof. o
(i)=(ii) Since maxyccrank(A—AE) = £ there exist A1, Ay € K with 0 # A\; # Ay such

that rank(A — A\ &) = rank(A — A\2€) = £. Therefore, there exist Ky, Ko €
KF=OxF guch that S; := {A;{’\if] € Gli(K) for i € {1,2}, and then we have

(A= NEW =W(A-\E) = [W 0] [ﬂ;g;f] for i € {1,2}.
This gives (AV — \EV)S; ! = [W 0], whence

AV (ST = So ) = V(ST — XS5,

Consequently, AVL = EVR for L = S;' — 5! and R=M\S— )\25_1 The
regularity of L—sR € K[s]*** follows from L—s-R = (/\ )85t € Gli(K).

(ii)=(i) By regularity of L—sR, there exists some A € K\{O} with (L—AR) € Glx(K).
With AVL = EV R we have

(A—sE)V(L—AR) = EVR—AAVR—s(EVL—AAL) = (EV —\AV)(R—sL).

Let W € K?%¢ with £ < k be a basis matrix of im(€V — AAV). Then there

exists some C' € K** with full row rank and EV — MV = WC. This leads

to (A—sE)V = WC(R—sL)(L—AR)™' = W(A-s€) for A= CR(L—AR)™!

and € = CL(L — AR)~*. Furthermore, we have maxyec rank(A — \&) = ¢

since C' has full row rank and A — %gz C(R—sL)(L—-AR)"t'=-1C. O

Wong sequences [10, 11, 31] are a tool to construct certain deflating subspaces of
matrix pencils.

DEFINITION 7. The Wong sequences for the matriz pencil A — s€ € K[s]9%? are
given by

(1].) Vo = Kq, Vi+1 = A_l(é'Vl)z € No,
and their limits by ¥V =)

Since the Wong sequence consists of nested subspaces of K9, it is easy to see that
it stagnates at a specific index. In other words, there exists some k € Ny such that
Vi, = V. Furthermore, we have AV C £V [10].

In the following lemma we point out that the limit V of the Wong sequence is
a deflating subspace with a special property.
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LEMMA 8. Let a matriz pencil A — s€ € K[s]9%?, and let V C K9 as in Defini-
tion 7. Then the following holds:
a) V is a deflating subspace of A — s€. In other words, there exist n,m € Ny, a

matriz W € K9 with full column rank, and a pencil A— s€ € K[s ]”X("“") with
maxyec rank(.A AE) =n and V € KT*(Fm) with Y = im V, such that (10) holds.

b) The matriz in € in a) has full row rank.
Proof. This statement follows from [11, Thm. 2.1]. |

We further consider even matriz pencils, that is, H—sG € K[s]V*V with G* = —G
and H = H*. For the solution of behavioral Lur’e equations, it will be crucial to
consider a G-neutral Wong sequence of the even matrix pencil H — sG € K[S]NXN. In
the following we define G-neutrality and the needed Wong sequence.

DEFINITION 9. Let the matriz G € KN*N and a subspace V C KV be given. Then
we call a subspace V C KN G-neutral, if V C (GV)*+

DEFINITION 10. The G-neutral Wong sequence ();) for the even matriz pencil
H — sG € K[s]9%7 is given by
(12)  Yo={0}, Zip1 =G " (HY), Vir1 = Vi + (Zi-i-l N (QCZi+1)l> , © € No,

and its limit by Y := ;2 V.
For the limit ) we have following result:

LEMMA 11. Let an even matriz pencil H — sG € K[s]V*N be given. Then the
limit Y C KN as in Definition 10 is a G-neutral deflating subspace of H — sG.

Proof. This is a consequence of [25, Thm. 2.11]. O

2.2. Behaviors and transformations. We now consider special forms of the

behavior which are achieved by coordinate transformations. We will make use of the
fact that for A, € € K974, V € Gl;(K) and W € Gl;(K) holds

(13) Bieag=V -Bw-1ev,w-14v],

where the multiplication of V' with the functions in the behavior has to be understood
pointwisely. Now we show that the system space equals to the limit of the Wong
sequence. Moreover, the behavior can be compressed in some sense.

LEMMA 12. Let A,E € K9%9. Let V C K9 be as in Definition 7. Then the system
space Vie 4 (see Definition 1) fulfills V = Vig 4. Moreover, for V & Kax (ntm)

W € K9%" and 5 A c KX(+m) e in Lemma 8 we have
(14) %[g,A] = V'EB[E_Z]'

Proof. The first statement follows by a combination of [11, Cor. 2.3] and [10,
Thm 3.2]. It remains to prove (14): Since V = V¢ 4, for all w € B¢ 4, there exists
some z € L3 _(R>0; K"™™) such that w = Vz. Then

(Le—Mw=(LE-AV2z=W(LE-A)z=0.

Since W has full column rank, we obtain z € B, &4 and thus B 4 C V- %[5 A
To prove the reverse inclusion, assume that z € ‘B[g A and define w = Vz. Then

loc

(dtg Aw (dtg AV z = (%g—j)z:

whence w € Bg 4 d



With the previous notation, we have seen from Lemma 8 that & has full row rank.
Hence, the matrices V and W can be even chosen such that £ = [In 0]. This leads
to a behavior, that is described by the solution set of an ODE. This is subject of the
subsequent result.

LEMMA 13. Let A, € € K9%7 and let n,m € Ny as in Lemma 12. Then there exist
matrices T € K9+ with im T = Vig,a, W € K9*" and A € K"*", B € K™
such that

(A= sE)T =W [A—sl, BJ.

Proof. Let V € K9*(+m) 1/ € K9*" and EAe Kn*("+m) be as in Lemma 8.
Note that & has full row rank. Hence, for a right inverse £+ € K("*m)>n of £+ and

a basis matrix Vg € KMm*m of ker €, we have T := [&+ v] € Glyim(K) and
ET = [1. 0]. The previous findings together with Lemma 12 imply that T := VT has
the desired properties. ]

We further recap the property of behavioral stabilizability for DAEs, cf. [9,
Def. 5.1] and [24, Def. 5.2.29].

DEFINITION 14. Let £, A € K9*4. The DAFE %Ew = Aw is called behavioral
stabilizable, if

vu? € V[dgii\] Jw € Be 4y 1 Ew(0) = Ew’ A tlim Ew(t) = 0.

It has been shown in [9, Cor. 5.1] (see also [24, Thm. 5.2.30]) that $Ew = Aw
is behavioral stabilizable if, and only if, all generalized eigenvalues of A — s€ have
negative real part. With m,n € Ny as in Lemma 8 and V € K2*("+™) heing a basis
matrix for the system space Vg 4, it can be concluded from the previous statement
together with Lemmas 8 and 12 that %Ew = Aw is behavioral stabilizable if, and
only if, for all A € C; holds rank(A — AE)V = n. Note that this implies that AV and
hence A as in Lemma 12 has full row rank.

3. Optimal control of DAEs. In this section we present the connection be-
tween feasibility of the optimal control problem (cf. Definition 2) and the existence
of a stabilizing solution of the behavioral Lur’e equation. We subsequently show
that for a behavioral stabilizable DAE %Ew = Aw the existence of a solution
(X,K) € K9*9 x KP*? of the Lur’e equation (6) is equivalent to feasibility of the
optimal control problem (1). Furthermore, the quadratic form with £*XE& will be
shown to express the optimal cost and @ € L3 (R>0;K?) is an optimal control if, and
only if, it fulfills DAE (7). All these statements are contained in the subsequent re-
sult. Note that behavioral stabilizability is necessary for the feasibility of the optimal

control problem, since it is equivalent to the optimal cost fulfilling V+(Ew®) < co.
THEOREM 15. Let £, A € K9*? such that the DAE %Ew = Aw with system space
Vie,a) C K9 is behavioral stabilizable; let Q € K9 be Hermitian and, for m,n € Ny
as in Lemma 8, let V € K*("7) be q basis matriz for Vie,A]- Then the subsequent
statements are equivalent:
(i) The Lur’e equation (6a) has a solution (X, K). That is, there exists some p € Ny,
some K € KP*9 and Hermitian X € K9*9, such that

AXE+EXA+Q=y,  K'K, X=X
7



(i) The Lur’e equation (6) has a solution (X, K). That is, there exists some p € Ny,
some K € KP*? and Hermitian X € K9*9, such that (6a) and

V)\E(CJr:rank[Ajc’\g]V:n—&—p.

(iii) The optimal control problem (1) is feasible. That is, the optimal cost V' as in
(2) fulfills —o0o < VF(Ew®) < oo for all w' € V[dgiﬁ].
Further, if (X, K) is a solution of (6), i.e., a stabilizing solution of the Lur’e equation,
then the following holds:
a) The optimal cost is quadratic with V*(Ew®) = (Ew®)* X Eu.
b) W € Bg 4 is an optimal control for (1) (i.e., (4) holds) if, and only if, it fulfills
the DAE
(15) 4 [ﬂ W= w W,  Ew(0) = Ew’, Jim wi(t) = 0.
Proof. We follow the pattern (ii)=(i)=-(iii)=-(ii) to prove the equivalence:
(ii)=-(i) This is trivial.
(i)=(iii) Assume that (X,K) € K"™*™ x KP*? solves the Lur’e equation (6a). Con-
sider w® € V[dgifi\] and w € Be 4 with Ew(0) = Ew® and limy_,o Ew(t) = 0.
Then, by the fundamental theorem of calculus and w(t) € Ve, 4 for almost
all ¢ € R>g, we obtain

(16)

(Eu) XEu® = — /Ooo 9 (w(t) X Ew(t)) dt

- _ /OO (Lew®t)” XEw(t) +wt) € X L Ew(t)dt
0
—_— /OO wt) A* X Ew(t) + w(t)*E* X Aw(t) dt
0
<6—gx)t}ow*w—w**w oow*w
ce /O (#)" Qu(t) — w(t) K Kw(t) dt g/o (£)* Qui(t) dt.

In particular, we have VT (Ew®) > (Ew®)*XEw® > —oo. The behavioral
stabilizability implies that VT (Ew®) < oo and we obtain that the optimal
control problem (1) is feasible.

(iii)=(ii) We prove this implication by a transformation to a control system whose
dynamics are described by an ODE. To this end, consider 7' € K*(n+m)
W e K9*" and A € K"*"™ B € K™ asin Lemma 13. In particular, we have
imT = Vg 4) = im V. Further, let 2 € £ (R>0; K") and u € L} (R>0; K™)
such that w = T[%]. Let Q € K*™*™ § € K"™™ and R € K™*™ such that
T*OT = [ SQ* }S;’J and consider the optimal cost functional

VK" - RU{—o0},

SO e o) ) g (S

z(0)=a"
limy—, o0 z(t)=0

Note that the behavioral stabilizability of %Sw = Aw implies stabilizability

of %x = Az + Bu. Since W yields to imW =& - V[dgii‘], we have that for all
8



29 € K™ there exist Ew® € 5V[dgif4] with Ew® = Wa0. This implies
(18) VE(EW) = V(Wa0) = VH(20).

Hence, (iii) implies that —co < V*+(20) < oo for all 20 € K”. In other words,
the ODE optimal control problem with %m = Ax + Bu and cost functional
(17) is feasible.

Now using [14, Thm. 8.3], we obtain that there exist p € Np, X € Knxn,
K € KP*" and L € KP*™ such that (X, K, L) is a stabilizing solution of
a Lur’e equation corresponding to an ODE system, i.e.,

A*X + XA+Q XB+S K'K KLl 5 _ 3

A-XN, B|
V/\G(C+.rank{ K L]ner.

(19)

Since W and T have full column rank, there exist X € K9*9 and K € KP*?
such that X = W*XW, X = X* and [K L] = KT. Using these relations

n (19) and W [A — sI, B] = (A — s€)T (by Lemma 13), we obtain
T*(A*XE+E XA+ QT =TK*KT, X =X*.

Since im T = Vg 4}, the latter is equivalent to (X, K) fulfilling (6a). Moreover,
for all A € C, we have

_ A—-XN, B| __ W(A—-M,) WB| _
p—f—n—rank{ K L]_ nk{ K L}_
A= N A— )X
rank[ K }T—rank[ K }TU.

Then V = TU together with U € Gl 4, (K) implies that (6b) holds.
The second part of the theorem assumes that (X, ) € K9%9 x KP*1? is a solution of
the Lur’e equation (6), that is the stabilizing solution. We now we prove that for this
case a) holds:
Again, let W € K9*" T € K9<("+m) and V+ be defined as in the proof of “(iii)=(ii)”.
Let X = W*XW and K € KP**, [ € KP*™ with [K L] = KT. Then, by the same
argumentation as in “(iii)=-(ii)”, we obtain that (19) holds. Setting w = T (%) and
accordingly w® =T (zﬁ) with % € K™, (18) and [14, Thm. 8.3] gives rise to

0

VEEw) = V) = Xa® = () [ o] Wrxw [ 0] (20)

_ (gT (gﬁ))*ng (33) — () X EuP.

Finally, we show that b) holds. To this end, let w° € V[gi’% and W € Bg 4 with
Ew(0) = E(w?) and lim;_, o, E0(t) = 0. By (16), we obtain

VE(Ew®) + /OO W) K K(t) dt =
0
w’)* & X Ew’ W (t)*K* Kb = [ @(t)*Qu(t)dt.
(W) E*XE +/0 ()K" K (t) dt /O (t)* Qw(t) dt

Thus, w is an optimal control if, and only if, w = 0. O
9



We can furthermore characterize regularity of an optimal control problem.

THEOREM 16. Let £, A € K979 and let Q@ € K9%? pe Hermitian such that the
optimal control problem (1) is feasible. Let m,n € Ny and V € K9*("*+™) be defined
as in Lemma 8 and let (X,K) € K9%9 x KP*? be a solution of Lur’e equation (6).
Then the following statements are equivalent:

(i) The optimal control problem (1) is regular.
(ii) YA € Cy :rank [ ]V =n +m and im KV = KV ker(EV).

Proof. By using Theorem 15, we see that the optimal control problem (1) is

regular if, and only if for all w® € V[Cghf;], there exists some unique @ € L3 (Z;R?)
with & [§]@ = [A]w, Ew® = ED(0) and limy_,oo EB(t) = 0. By Lemma 12 this

is equivalent to the property that for all 2% € K"*™, there exists some unique z €
L2 (T;R™™) with $[§]Ve = [£]Vz, EVZY = EV2(0) and limy_o EV2(t) = 0.

This means that the latter DAE is strongly stable in the sense of [9, Def. 5.1]. By 9,
Cor. 5.2], this is equivalent to rank [Ajc)‘g] V =n+m for all A € C4, together with

(20) im[g]V Cim[§]V + 2]V ker(EV).

Since, by Lemma 8, im V' is a basis matrix of the limit of a specific Wong sequence
(11), we have im AV C im V. Thus (20) reduces to im KV C KV ker(€V). Since
the reverse inclusion holds true in any case, the proof is complete. 0
[4%]

This, in particular, translates to V being regular and having Kronecker

index not larger than one.

4. The behavioral Lur’e equation and even matrix pencils. In the previ-
ous section we have seen that the optimal control problem (1) leads to the behavioral
Lur’e equation (6). Due to Lemma 8 and AV C €V it follows that (6) is equivalent
to

(21a) Py (A*Pjy X Py, £+ E Py XPw, A+ Q)Py, = Py (K*K)Py,, X = X*,
(21b) VA € C; : rank [PWw AT [P,

Vaw

where Py, is a projector onto V and Py, is a projector onto £V where V is the limit
of the Wong sequence as in Definition 7. We see from (21) that we may restrict to
Further, setting

(22) Ew =Pw, EPy,, Ay = Pw, APy, , Quw = Py QPy,,
with n = rank Py, (21) leads to the Lur’e equation

(23a) A XEy+E5 XAy +Qy =K'K, X=X7,

(23b) VA € Cy :rank [Aw v ] =n 4 p,

Moreover, by definition of Py, , the restriction &, : im Py, — im Py, is surjective.
Lur’e equations of this type allow to represent the solutions by means of deflating
subspaces of the even matrix pencil

0 w 0 &y
Namely, (X, K) fulfilling (6) defines a G-neutral deflating subspace of (24) via
0 Ay —8Ew| [ XEw| | Pw, 0| | Aw — sEw
A¥ 4+ sE Qu Py, | |-&X K* K ’
10



In [25], a deflation procedure has been proposed which we adapt to our more general
setup. Later we show that this leads to the consideration of an algebraic Riccati
equation.

Note that the Lur’e equation (23) could be condensed by forming suitable basis
matrices of im Py, and im P‘fvw. Since the restriction &, : im Py, — im Py, is
surjective, it is in particular theoretically possible to choose these basis matrices such
that a Lur’e equation with £ = [I 0} is obtained. This corresponds to a standard
Lur’e equation for ODE systems, a type which has been intensively studied also from
a numerical point of view in [26, 25]. Indeed, this approach could be done to solve our
behavioral Lur’e equations numerically. However, such a compression will typically
lead to dense matrices, whence we will prefer to work with the projected Lur’e equation
(21) especially in our numerical considerations in section 5.

In our next step, we will reduce Lur’e equations considering some deflating G-
neutral subspaces of H — sG.

THEOREM 17 (Partial solution). Let £, A € K9%7 and Q € K9*9. Let Py, €
K9%? be a projector onto the system space Vie 4 and let Py, € K9*9 be a projector
onto EVie 1. Let (X, K) be a solution of the Lur’e equation (6) with X = X Py,,. Let
Ew, Aw, Qu be defined as in (22). Let Vi € K9*F and Vo € KI*F such that V = [%]

has full column rank and imV C im [ng} and let L, R € KF*¢ such that

Py,

0 A, |\ 0 &l |Va
25 L= R
> el -1 S0
holds for some £ € Ng. Let C be a basis matriz of ker HV and let (E,V2)T be a pseu-
doinverse of E,Va with (E,Ve)T = (E,Va) T Py (which exists due to im E,Va C im Py, ).
Consider the matrices
(20) X, =VA(EV2) + (EaV) )Y — (VD) ) VY EVa(EuV)
(27) Qs =Qu + AL XpEuw + E5 Xy Ay
Then the following holds:
a) There exist some p € Ng and (X, K) € KI*9 x KP*9 such that

(283) ATUXSE'“’ + S’Z)XSAU’ + Qs = IC*,Ca Xs = X:a Xs&EpVo = 0,
(28Db) VA € Cy :rank [Aw 2w ] = p+n.

Furthermore (X, + X, K) is a solution of the Lur’e equation (6).
b) (AnXEw + ELXAu + Q)Va [L C| =0 for all X, with XE,Va = 0.
Proof.
a) Assume that (X, KC) solves the Lur’e equation (6) and consider X, = X —X,,. Then
simple arithmetic shows that (X, + X, K) fulfills A% X &, +E5 XA+ Quw = K*K

and (28b). Since im [)Ig‘i“} is G-neutral and im V' C im [)ngi }, imV is G-neutral

as well and further X&,Vo = V4. Hence, V{*&, Va2 is Hermitian, which further
implies that X, and thus also X, = X, — X is Hermitian. Hence, it remains to
show that X,&,Vs = 0:

Let N be a basis matrix of ker £,V> and B be a basis matrix of im(&,V5)*. Then
[B N] is invertible. By using V1N = X&,VoN = 0, we obtain

Vi(EuVa) EuVa = [Vi(EuV2)TEuVaB  Vi(EuVa)*ELVRN] [B N7
1

— [WB WiN][B N]™' =W

11



This gives rise to

XEuwVo = XpEuWVa — XEWVo = Vi(EuVo)TELVa + ((EuVa) ) Vi EwVa
- ((Ew%)+)*‘/1*gw‘/2(5w‘/2)+gw‘/2 - ‘/1 = ‘/1(5w‘/2)+5w‘/2 - ‘/1 =0.

b) (25) implies A, VoL = &,VoR. Moreover we have A, VoC = 0. Hence, Vi =
Xp&wVa together with (25) leads to

(AL X€w + EL X Aw + Q) V2 [L Cl = QW [L C]=

(A5 Q] Eﬁj (L C]+[E;ViR 0] =0. O

Remark 18. If ker Vi* Nim &, V2 = {0}, then a possible choice for a pseudoinverse
of E,Va is (E,V2)t = (Vi Ew Vo)1V, where (V;*E,V2) is the Moore-Penrose inverse
of Vi*€,V2. This choice leads to X, = Vi(V;*E,V2)TV;*. Note that the condition
ker Vi* Nim &, V5 = {0} is for instance fulfilled, if X is semidefinite, see [25].

With the notation of Theorem 17 and projectors Py, and Py, along im Vs [L C]
and im &, Vs, respectively, we can reformulate (28) with

(29) gs = PngwPVS7 -As = PWSAwPVS7

as

AEXLE + E XA, + Q, = KK,
XS:X:) AXvs:)(sPVVw:AXVSPVVS

(30b) VA € Cg : rank | T (’I‘C‘;‘i‘j)P"s } =p+n.

(30a)

Hence we can further reduce our Lur’e equation in the same way as presented in (21)-
(23). Furthermore, if we use the limit of the G-neutral Wong sequence (12) we end
up with a Lur’e equation which can be reformulated to an algebraic Riccati equation.
This is indicated by the following result.

LEMMA 19. With the assumptions and notations of Theorem 17 and the the limit
of the even Wong sequence ) from Definition 10. Assume that (25) holds with

invertible R, let V be a basis matriz of [P‘%w Pg }y, let W be a basis matriz of

im W Nker (EV2)* Nim Py, , and let Vi a basis matriz of ker W*E Nim Py, Nim Py, ,

where Py, is a projector along im Va [L C]. Then the following holds:

a) For X, as in (28b), there exists some Hermitian matriz Y, such that X, =
WYw:.

b) V5OV > 0.

Proof. Due to the surjectivity of the restriction &, : Vig 4] = EV|g,a), a direct

deflation of the even matrix pencil with a suitable basis matrix of im [P‘jgw Pg } will

result in an even matrix pencil as in [25] implying that im V' C im [)Ig‘iz” } Hence we

can apply Theorem 17.

a) Since X, is Hermitian, X &,Va = 0 implies that the image of X is a subset of
ker(&,V2)*. Further X, Py, = X, implies that im X C im Py, . Hence im X C
im W and the assertion holds.

12



b) Step 1: We show that im V5 = ker W*E,, Nim Py,
The inclusion “C” follows from (E,V2)*W = (W*E,)V2)* = 0, where the lat-
ter holds since im W is a subset ker (€,V2)*. To show the reserve inclusion,
we first observe that the construction of the even Wong sequence (12) yields

[P‘j"w PS ] kerG C im V, and thus ker £, Nim PV C im V5. Now assume that z €

0
ker W*&,, Nim Py, . Then &,z € Py, ker W* = Py, (im W)+ w,, (ker (EVa)*N
im PWw) = im&,V>. Hence, we have E,x = EMVQZ for some vector z of ap-

propriate dimension. This gives © — Va2 € ker&, Nim Py, C im Vs, and thus
x € im V5.

Step 2: We conclude assertion b):

It suffices to show that for all z € im Vg \ {0} holds #*Q.z > 0. Assume that
2 € im Vi \ {0}. Then, by step 1, there exist a nonzero vector z such that z = Vaz.
Furthermore z ¢ im [L C], since im V5 [L C’] Nim Py, = {0}. Using V5 =
XpEwVa we obtain

HVz= [A;X:éz-&-Qm] Vaz ¢ im [.AZ,Xpéivw+Qw} V[l €] =mGVR=img.

On the other hand, a combination of [26, Thm. 8] with [25, Thm. 2.11] and the
fact that im V' is the projection of limit of the even Wong sequence consequences
implies that for all y € imV with Hy ¢ GimV holds y*Hy > 0. This implies
2*Qx = (Vaz)*QiVaz = (V2)*HVz > 0. ad
The previous result assumes that the matrix R in (25) is invertible. In fact, there
even exists a basis matrix V' such that (25) holds with R = I. Indeed, Algorithm 3
will produce a matrix V such that (25) holds with R = I.
Moreover Lemma 19 allows to define a basis matrix V = [V V] such that
imV =im Py, N im Py, and VB is a basis matrix of ker W*& Nim Py, Nim Py, . The

construction of W and VA further implies that E:=W*¢E VA is square and invertible.
Now with

/Al = E‘1W*A17A, B = E_lw*-A‘?Ba
Q= ()" 'WiQVAE, S = (E")"'ViQVs, R:=V3QVs
(30) is equivalent to

A*Y+YA+Q YB+S K*K K*L
B*Y + 8 R L*K L*L

V)\E(C+:rank[1‘i;(>‘1§} =N+p,

} Y*=Y

for some K € KP*™ and L € KP*P, where 7 is defined by A € K™®. Note that
R>0 implies that L is square and invertible. The matrices K and L can therefore
be eliminated, which yields that Y is the stabilizing solution of the algebraic Riccati
equation

(32) AY +YA+Q—(YB+ SR Y(YB+8) =

In subsection 5.4, we will present an iterative method for solving (30). This iterative
method is theoretically based on the reformulation as an algebraic Riccati equation.
It however does not form the matrices A B Q, S and R. Instead, this method will
work with the original coordinates such that possible sparsity can be exploited.
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Similar as in [25], it is further possible to construct partial solutions which are
obtained by the so-called shifted G-neutral Wong sequences
(33)

Vo =1{0}, 2N, = (H—-X9) (W), Y =V} + (Z?+1 n (gz,ﬁl)L) , i € N.

where X is a generalized eigenvalue of the even matrix pencil H — sG on the closed
left half-plane. As we illustrate in section 6, an incorporation of the generalized
eigenvalues of H — sG on the imaginary axis will improve the convergence of our
iterative method to solve (30).

5. Numerical solution. Now we present methods and algorithms whose aim is
to solve the optimal control problem and exploit the sparsity of matrices in order to
be applicable to large scale DAEs.

The overall procedure is theoretically based on three consecutive steps:

1. We determine a projector onto the system space Vg 4] using Wong sequences
(subsection 5.2).

2. By applying the theory from section 4, we use the G-neutral Wong sequence
and shifted G-neutral Wong sequences of the associated even matrix pen-
cil to reduce the problem to the solution of a Lur’e equation which can be
reformulated as an algebraic Riccati equation (subsection 5.3).

3. We iteratively solve the reduced Lur’e equation by an extension of the New-
ton-Kleinman method [16] presented in subsection 5.4. The Newton steps
consist of the solution of a generalized Lyapunov equation. The latter will
be solved by an extension of the ADI (alternating direction implicit) method
[23] presented in subsection 5.5.

This leads to Algorithm 1, where we avoid the explicit formulation of the equation by
the use of suitable projectors.

As already pointed out, step 1 defines projectors which we use to introduce the
surjective restriction &, : im Py, — im Py, . This allows the usage of Theorem 17
and in particular Lemma 19 in step 2. We obtain a projected Lur’e equation which can
indeed be reformulated as an algebraic Riccati equation. This allows us to use methods
in step 3, which are modifications of methods for numerical solution of algebraic
Riccati equations. As we see, every step gives a new projected systems, which suffices
the requirements of the next step.

This section is organized as follows: In subsection 5.1, we present some imple-
mentation details on operations of linear mappings on subspaces, which are formed by
the multiplication of matrices from the left and right with projectors. Subsection 5.2
is devoted to the numerical determination of the system space Vg 4;. Thereafter, in
subsection 5.3, we present algorithms for determining partial solutions according to
the theory from section 4. This leads to a projected Lur’e equation, which will be
solved by the Newton-ADI method. The algorithms for the latter are presented in
subsection 5.4 and subsection 5.5.

An approach based on partial solutions has been presented in [25] for the case
&= [I O] . The solution of projected algebraic Riccati equations has been considered
in [8] for the case A — s€ = [A —skE B], where A — sF is regular. The approach
in [8] has been formulated for the deflating subspace of A — sE corresponding to
the generalized eigenvalues of A — sE. We note that the projected algebraic Riccati
equation that we obtain after step 2 is of different nature.

5.1. Projectors and mappings on subspaces. Assume that Py € K?7*? and
Py € K9%9 are projectors, let A € K9%9. First we present an implementation

14



Algorithm 1 Lur’e solver
Input: A,& € K9%4, Q € K1*4
Output: X € K979, K € KP*? such that || A*XE + E* XA+ Q — K*K|| < tol

1: compute (W, VU,) with Algorithm 2 usmg (A, )
2. Py« I — (WJ)W{Z Py« 1I— (VJ) w Qw—PVQP\/.
3: compute ([&] , L, C) with Algorithm 3 using (Pw APy, Pw&EPy, Q)
4 Xy < Vi(EV2)t + ((EVR) T )V = ((EV2)F)* Vi EVR(EVR)*
with (5‘/2)+ = (5V2)+PW
5 Qs+ Qu + A X, E+E XA
6: compute a basis matrix V; of im V5 [L C]
7: compute a basis matrix Wy of im Py &Py Vs
8: Py + (I— WSWJ)PW
9: Py < Py(I — V,V.;") with V.F =V Py

10: for all generalized eigenvalues A; of [ A*fsf* Aésg] in 7R do

11:  compute ([“2 D with Algorithm 4 using (Pw APy, Pw &Py, Qs, Ai)
12 X, ¢ X, VA(EVR)T + (EVa) ) VY — (EVa) ) Vi eVa(EVa) ™
with (EV3)T = (EVL) T Py
130 Qs+ Qup + A X, E+E°X,A
14:  compute a basis matrix Wy of im Py & Py Vs
15: Py (I — WSWSJF)PW
16: Py Pv(I — ‘/2‘/24_) with ‘/;'_ = V2+PV
17: end for
18: compute (X, K) with Algorithm 5 or Algorithm 6 using (Pw APy, Pw &Py, Qs)
19: X = X, + X

for certain operations including the linear mapping Ays : im Py — im Py, © —
Py APy x. The operations that we have to implement are the following:
1. Evaluate Ap; X for some matrix X of suitable size;
2. Solve Ay X = B for a matrix X with im X C im Py, where B is a matrix
with im B C im Pyy;
3. Compute a basis matrix of ker Ay = {& € im Py | Pw APyz =0};

We call ker Ajps the projected kernel. The evaluation translates straightforward to
three consecutive matrix multiplications. For the solution of linear systems as well as
the closely related computation of the kernel we first point out the most advantageous
way to write down the projectors.

Given a basis matrix V € K9%%, then P = I — VV ™ is a projector onto ker V+
and along im V. With an accordingly defined projector Py = I — WW+ € K9%9,
problem 2 is equivalent to the matrix equation

(34) PwAPyX = PyB, PyX = X.

Explicitly forming the product Py APy in general leads to a dense and singular
matrix. In particular when k < ¢, it is numerically more convenient to consider the
extended system

A Wi IX B
@) &=L
If X and Y fulfill (35), then VT X = 0 leads to Py X = X and a multiplication of the
first row in (35) from the left with Py, gives rise to Py APy X = Py B. Furthermore
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(34) implies that (35) holds with Y = W+B — W+ AX. Consequently, (34) and (35)
are equivalent. Since (35) is a simple matrix equation we are able to use variants
of Gaussian elimination to solve the system as well as determine basis matrix of the
projected kernel and, further, exploit sparsity by this approach.

Since Ay, = Pj,A*Pj and P}, = I — (VT)*V*, P, = I — (WH)*W*, the
above considerations can be also applied to evaluations, solution of equations and
kernel determination in which A}, is involved. In particular, the solution of the
equation A}, X = B for a matrix X with im X C im P}j,, where B is a matrix with
im B C im Py, leads to a linear system which involves the conjugate transpose of the
extended matrix in (35).

5.2. Projector onto the system space. Now we present a numerical approach
to determine a projector Py, onto the system space Vg 4. By Lemma 8, Vg 4 is
the limit of Wong sequence defined by Vo = K%, V;1; = A~1(£V;). Since for many
practically relevant DAEs, the dimension of this space is typically only slightly smaller
than ¢, a determination of a basis matrix is costly and memory consuming. Therefore
we prefer to determine a basis matrix of the orthogonal complement of Vig 4. We use
the following lemma to obtain a feasible numerical scheme as well as matrices which
fit nicely into the notation of a projector as in subsection 5.1.

LEMMA 20. [10, Lem. 4.5] Let s€ — A € K[s]9%? be a matriz pencil and consider
the sequences

Vo=K9, Vi =AEY)), Wo = {0}, Wip1 = (£) 1A W), i € Np.
Then the respective limits V and W are related by V = (A*W)+ and W = (EV)*.

Algorithm 2 determines a basis matrix W,, with im W,, = W. A projector onto
Vie, 4 is then given by Py, = I — (V,1)*V,5 where V,, is a basis matrix of im A*W,,.

Further, Py, =1 — (W)*W; is a projector onto EVie 4

Algorithm 2 Wong sequence
Input: A, & € K9*4
Output: A basis matrices W,, of the limit of Wy = {0}, W41 = ()71 (A*W;) and
a basis matrix V,, of im A*W,,
compute a basis matrix U of ker(€)
compute a basis matrix Wy of ker(£*)
W Wo, 1+ 0
repeat
T+ A* Wi
compute a basis matrix S of ker(U*T)
1 1+1
solve E&*W,; =TS for W;
choose C such that [Ww WZC} is a basis matrix of im [Ww WZ]
: until im C = {0}
compute a basis matrix V,, of im A*W,,

—= = = e
L e

Algorithm 2 may be sensitive to rounding errors due to the rank decision during
the kernel computation. If possible, the physical structure should be exploited to
determine ker £, ker £* and the successive nullspaces.
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5.3. Partial solutions of the Lur’e equation. With projectors Py, and Py,
introduced right before Algorithm 2, it follows from the argumentation at the begin-
ning of section 4 that the behavioral Lur’e equation (6) is equivalent to (21). It can be
further concluded from Lemma 8 b) that the restriction Py, EPy,, : Vg 4] = EVie 4
is surjective. This allows the construction of partial solutions according to Theo-
rem 17. This eliminates the parts of the Lur’e equation leading to singularities of
the optimal control problem. The G-neutral Wong sequence (12) and the G-neutral
shifted Wong sequences (33) associated to purely imaginary generalized eigenvalues
of H — sG are used to obtain these partial solutions. However the Wong sequences are
in general restricted to specific subspaces. This is enforced by a suitable projector.

From Algorithm 3 we obtain the matrices which are needed to apply Theorem 17.
In particular, with V' = [“2] partitioned according the structure of H — sG, we
determine the partial solution X, by (26), and we compute basis matrices V, of
im V, [L C’} and W of im EV;. The projectors

(36) Py =1-V,V.", Py =I1-WW,

lead to the projected Lur’e equation (30). Since the matrix V determined by Algo-
rithm 3 fits the prerequisites of Lemma 19, it is possible to reformulate the projected
Lur’e equation as an algebraic Riccati equation, such as explained at the end of sec-
tion 4.

Algorithm 3 Wong sequence for the even matrix pencil

Input: Pw APy, PwEPy € K9*1 Q € K9%1

Output: V € Klotoxk [ ¢ KkxO ¢ ¢ KF*% such that HV L = GV, im V is limit of
the G-neutral Wong sequence (12) intersected by im Py and C' is a basis matrix
of ker HV Nim Py

_ 0 Py APy _ 0 Pw E Py _ | Py O
H= (Pw APy )* Q , G= {7(PW£PV)* 0 }7 Py = { SVPV}

compute a basis matrix Vj of ker(G) Nim Py
Wel],e+[,U+[],i<0
repeat
Wi, =HV;
choose U; such that [W  W;U,] is a basis matrix of im [W W]
choose C} and C? such that {g;} is a basis matrix of ker [W  W;]
1
W W WG, ¢ [§ 5 ] U« [§4]
:  compute a basis matrix S; of ker(C;V*W;C;)
10: solve g‘/;‘+1 = W,C;S; with P'HV;+1 = ‘/iJrl
11: i1 +1
12: until im S;_1 = {O}

—_

IR

i

0 CoSo
13: 'V = [Vo,...,v;',l], L=

0 Ci—1Si—1
14: compute a basis matrix C of ker(HV) Nim Py

Algorithm 3 leads to a projected Lur’e equation (30). Thereafter, Algorithm 4 can
be applied to this projected Lur’e equation to obtain projected Lur’e equation which
is easier to solve numerically. We note that the difficulty is to find the generalized
eigenvalues of H — sG on the imaginary axis. Sometimes, it is possible to use physical
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knowledge to find such eigenvalues. For instance, it is possible to characterize the
presence of a generalized eigenvalue at zero for electrical circuits [29].

We emphasize that this step is optional and can be omitted in the presented
framework. However, generalized eigenvalues on the imaginary axis cause worse con-
vergence in the subsequent step of the Newton iteration.

Algorithm 4 Shifted Wong sequence for the regular even matrix pencil

Input: (PwAPy), (PwEPy) € K9%1, Q € K7%4, a generalized eigenvalue A € iR of
the even matrix pencil H — sG as in (24)

Output: V € COtdxk R ¢ CF** such that H)\V = GVR and im V is limit of (33)
intersected with im Py

1 Hy = [P;(A*f)\g*)p";/ PW(.AQ)\S)PV} , G = |:7(PW(3§pv)* PWgPV:| , P’H _ |:P(‘),V Ii)vi|
2: compute a basis matrix Vg of ker(H,) Nim Py
3: Wo=GVy 10
4: repeat
5: solve 'H)\V;‘+1 = W; with PHV;+1 = ‘/;+1
6: 14+ 1+1
T W, « GV;
8:  compute a basis matrix Y; of ker(V;*,W;)
9: Vi« ViY, Wi <« W;Y;
10: until imY; = {0}

0 v
1: V=_[V,..,Vi], R=| - - ]

0 Y;

To preserve sparsity, we overload the matrix operations by the according method
of the linear mapping. Whereas the replacement of the of matrix multiplications of G
and H, is straightforward, the solution of the systems needs more consideration. We
show the method for solving the system with H. We apply this method in Algorithm 3,
Line 10 and Algorithm 4, Line 5. We have equations of type

0 PwAPy] [X.]  [B.

where the restriction A,, : im P, — im Py is surjective due to stabilizability of the
underlying DAE. Additional we have a Hermitian matrix Q. With a basis matrix K of
the projected kernel of A, X, =Y, + KS, where Y, is a solution of Pw APyY, = B,
, PyY, =Y, for some jet unknown S. The solvability of the second row of (37)
implies that K*B, = K*Q(X,) = K*Q(Y, + KS). Hence S is the solution of
the (small) linear equation (K*QK)S = K*B, — K*QY,. X, is the solution of
(PwAPy)* X, = B, — 9X,, P, X, = X, and is unique due to the surjectivity of the
restriction. Note that all necessary operation are covert by the operation we defined
for the linear mapping which makes these algorithm suitable for sparse systems.

(37) :| 5 P;(VXu = XU7 PyX, =X,

5.4. Iterative solution of the Lur’e equation. In this section we consider
the solution (X, K) € K9%9 x KP*? of the Lur’e equation

(38) Py(A*XE+E* XA+ QPy =K*K, XPy=X

where A,& € K979, Q € K?%%? is Hermitian, the restriction Py &Py : im Py —
im Py is surjective, for the a basis matrix Vp of the projected kernel of Py &Py
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holds V5QVp > 0, and the underlying DAE is stabilizable. As mentioned before, see
section 4, this implies that the Lur’e equation can be reformulated as an algebraic
Riccati equation and requirements are fulfilled after we applied Algorithms 2 and 3.
For these type of equation exists a variety of solver which are also able to handle large
systems. A survey of state of the art solver is given in [7]. To avoid the reformulation
we propose two implementations that make use of a projector and hence fit in the
suggested framework. We will show that if we explicitly project the matrices the
iteration steps in Algorithms 5 and 6 we obtain the steps in [16] and [1], respectively.
This implies the mathematical equivalence. Note that we need to start the Newton
iteration with a stabilizing feedback Ky as defined in Definition 21 to ensure the
convergence of the solution to the stabilizing solution.

DEFINITION 21 (Stabilizing feedback). For &, A € K9%9 and the projectors Py €
K9%9, Py € K7 a matriz K € K™*" is called stabilizing feedback if for all A €
Cy :rank [ WA APV ] — rank Py and im K = K(ker £ Nim Py) hold.

Algorithm 5 Feedback iteration

Input: Py APy, PwEPy € K9%4, Q € K1%4, K, € Km*(ntm)
Output: X € K9%9, € KP*4 such that ||PV(.A*X€+5*X.A+ Q — K*K)Py|| < tol

1: compute a ba51s matrix Vg of ker £ Nim Py
2: compute L such that V3OVp = L*L
3: B= AVgL™!
4: §= (VBLil)*Q
5: I+ Ko
6: repeat
7 choose projector Pg onto ker K Nim Py
8:  solve P (A*XE+E* XA+ Q) Px =0 with XPy =X
9: K<+ B*XE+S
10: until ||Pf(A*XE+E* XA+ Q — K*K)Py|| < tol

Algorithm 5 is the reformulation of the Newton-Kleinman method [16]. The
algorithm solves in every step a Lyapunov equation on a subspace determined by
the feedback KC; given in the i-th iteration. As shown in [16], we have monotonic
convergence. To show the equivalence of Algorithm 5 to the algorithm proposed by
Kleinman we look at the equation which define the iteration of the latter:

(39) (A= BK)'Y +Y(A—BK)+(Q—S"8) + (K — S)*(K — §) =

Note that the solution in Line 8 is independent of the along direction of projector P .
We use the projector Px = I — VgL~ 'K, where Vg is a basis matrix of the projected
kernel of £ and also fulfills VgQVg = I. We have

AP = A—AVEL 'K = A—BK, EPx=E, QPx=0Q-QVpL 'K=0Q-8K
and constant term of the equation in Algorithm 5, Line 8 is given by
Pr QPk, =Q-S'K-K'S+K'KL=Q-8S+(K-8)"(K-35).

Now with the matrix W as a basis of im Py}, and V4 such that im [V4 Vp] =im Py
and W*PywEPy V4 = I, we substitute X = WY W=x and multiply Line 8 from the
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left with V3 and right with V4. With A := W*AVy, Q := V;QVy, S := SV, and
K := KV} this leads to (39) and thus showing the equivalence.

Algorithm 6 is a modification of the Newton method for a special case. This algo-
rithm computes updates of the solution in every step and is mathematical equivalent
to the Newton method presented in [1, 8]. However this algorithm can only applied
to Lur’e equation in the form of

Pr(A'XE+E XA+ T T -CCO)Py =K'k, XPy=X

with CVp = 0 and invertible J Vg, where Vg is a basis matrix of the projected kernel
of £. Moreover J has to be a stabilizing feedback. This seems like a hard condition
but it can be shown that there exist a decomposition of the residual Py (A*XE +
E* XA+ Q—K*K)Py in Algorithm 5 that fulfills these conditions. Hence we can use
Algorithm 6 to obtain updates of the solution after a step of Algorithm 5 using the
residual as right hand side.

Algorithm 6 Update iteration

Input: Py APy, Py EPy € K9%1, C € KI*9, J € KPx4

Output: X € K9%9, K € KP*7 such that
[|Py(A*XE+EXA-CC+T*T — K*K)Py|| < tol

1: compute a basis matrix Vg of ker £ Nim Py

2. L=JVp

3: B= AVBL_l

4: AK«+C, K+ J

5: while [|[AK*AKL]| > tol do

6:  choose projector Pg onto ker IC Nim Py

7. solve Pj (A*AXE + E*AXA— AK*AK) Pk = 0 with AX Py = AX
8 AK + B*AXE

9: X+ X+AX;, K+« K+AK

10: end while

AX can be written as an approximate low-rank factorisation. The solution of
Line 7 is expected to be negative semidefinite due to the stabilizing feedback. This
give rise to the substitution AX = —AZ*AZ. The low-rank factors Z of the ap-
proximate solution X = —Z*Z is then given by Z « [ ,&,]. This also implies that
number of rows of the matrix Z grows with each iteration step. To avoid to much
memory consumption we may apply compression methods based of rank-revealing
QR-factorizations or the singular value decompositions of Z.

To show the equivalence of Algorithm 6 to the algorithm presented in [1, Sec. 3]
we look at the equations which define the iteration of the latter:

(40) (A— BK)'YE+ E*Y(A— BK)—D*D =0,
D = BYY, K+ K+D

The projector Px, = I — VgL~'K; gives rise to APx, = A — BK; and Py, = £.
Then, with W and V4 as defined as before, we substitute AX = WY Wx and multiply
Line 7 from the left with V} and right with V4. Futhermore we multiply Lines 8 and 9
with V4 from the right. With D := AKXV, S := SV4 and K := KV, we obtain (39)
and thus showing the equivalence.
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The advantage of these two implementation is that these are easily adapted to
the projector driven framework we established before. For the equation

Py (A*XE+EXA+Q Py =K'k, X=X*, XPy=X

we merge the projector Py = I — VTV with the projector Px leading to Py i onto
ker [ ].

5.5. Solving the projected Lyapunov equation. In this section we present
an algorithm for the solution X € K9*9 of the projected Lyapunov equation

(41) PHA*XE+E*XA+CC)Py =0, X=X* XPy=X

where A, & € K9%? and assumed to be stable, i.e., rank Py (A — AE)Py = rank Py
for all A\ € C,. Further C € K**9 and the projector Py € K9%9 and Py € K9%9. A
simple algorithm for this task is the Alternating Directions Implicit (ADI) algorithm in
its low-rank version [20, 23]. Although it is an older algorithm, it is able to compete
so far with other methods for solving the Lyapunov equation with respect to the
runtime [30].

The shifts p; are crucial for the convergence of the ADI and have to be chosen
properly. An overview of several choices of shifts for the ADI algorithm with numerical
examples can be found in [6]. Recent results have improved the implementation of
the ADI significantly. First the handling of complex shifts was improved [4], then a
implementation with the explicit residual factors was developed [5].

Algorithm 7 is a modification of the implementation in [5], that solves the pro-
jected Lyapunov equation (41) and can handle complex data as well as complex shifts
in real arithmetic.

Algorithm 7 Low-rank ADI

Input: Py APy, PwEPy, € K974, C € Kt*a

Output: X € K979 such that || P (A*XE + E* XA+ C*C)Py|| < tol, X Py = X
1: compute p; with Rep; < 0
2: 141
3: while ||CPy||? > tol do

solve V.Pw(A +pi5)PV = C with VPW =V

if Imp; =0V K =C then

7+ | yramam v

else
v 2y =Rep;, 6 b
10: C+ C—7*ReV +5ImV)VPyEPy

A
11: 7 «+ | 7(ReV4+5ImV)
YV62+1ImV

12:  end if
13: 1+ 1141
14: end while
15: X =2*7

The ADI is the crucial part of the overall procedure. Most of the computational
time is usually spent here. Moreover, the ADI is not applicable, if the solution cannot
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be approximated with a low-rank matrix or the pencil A — sF has eigenvalues close
to the imaginary axis. The latter typically leads to a slow convergence. Furthermore
the system in Line 4 has to be solved in a reasonable amount of time.

If we use the extended systems given in subsection 5.1 to solve Line 4, the ac-
cording extended matrix equation is given by

A + pz’(‘: Ww Ws
Vi (U
1788 0 0
K 0 0

(42) [V Y, Y, Yg] =[c o 0,

which we solve for V| Y, Ys and Yg. V,, and W,, are hereby the output of Algo-
rithm 2, V& and W are given by the projectors Py, and Py, as in (36) and K is the
feedback from either Algorithm 5 or Algorithm 6. Note that we have some freedom in
choosing im W,, and ker V" since we do not give a explicit “along” direction for Py,
and we do not specify the image of Py,. Hence we are able to use “sparse” matrices
and improve the efficiency of the sparse linear solvers.

6. Numerical examples. Our first example is an electrical circuit containing
resistors, capacities and voltage sources. The system is modelled by the matrices

AcCA: 0 0 —ArGAL, —Ay 0 e
5_[ 0 0 o]’ A_{ A, 0 —I]’ w:<5vv)
with positive definite conductance matrix G, positive definite capacitance matrix C
and incidence matrices A, Ar, Ay describing the circuit topology from the modified
nodal analysis [27]. The function w in the DAE %5@0 = Aw is composed of the
node potentials as well as currents and voltages at the voltage sources. Our circuit
has the property that it does not contain any cutsets only consisting of capacitances.
This implies that [ArAy] has full row rank [27], which, on the other hand yields
that all generalized eigenvalues of A — s€ have negative real part. The latter implies
behavioral stabilizability by the comment after Definition 14.

The considered cost will be the negative of the real part of the £2 inner product
of the voltages and currents at the voltage sources; it is therefore represented by the
matrix

1700 0
Q=500 —1|,
2lo-I o0

We note that a similar example has been treated in [8]. The example in [8] can
however turned into an algebraic Riccati equation without using particular solutions,
and is therefore simpler than the one which is considered here.

It can be shown that for all w € Bg 4 with lim; o Ew(t) = 0 holds

/0 () Qui(t) dt = /0 (1) ARGASe(t) At — e(0)* AcC AL e(0) > —e(0)* AcC A%e(0).

This inequality together with stabilizability of %&U = Aw implies feasibility of the
optimal control problem. Theorem 15 then implies that the Lur’e equation (6) has
a solution (X, /C). We note that a basis matrix of the system space can be deter-
mined by physical considerations [29]. Nevertheless, we determine this matrix by the
presented algorithms for demonstration issues.
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Our example is chosen such that the associated control problem is singular. After
determining a partial solution, we end up with an indefinite matrix 9, that is suitable
for Algorithm 6. Figure 1 shows the effect of the deflation using the subspace of
the shifted G-neutral Wong sequences for A = 0. We observe better convergence
behavior and we need fewer iterations in the ADI iteration. On the other hand,
various experiments did not show any advantages of one over the other method with
respect to runtime. Note that Algorithm 6 allows crude error tolerances in later steps
for solving the Lyapunov equation. Some further data and quantitative results for
this example are gathered in Table 1. As a measure to the quality and accuracy of
our numerical solutions we use the relative residual

(43) (P, (A" XE+E" XA+ Q—K*K)Py, ||/ Py, QPv, |-

For this example we choose the orthogonal projector for Py,

w*

—+— without singularity I vithout singularity
—©&— with singularity I \ith singularity

40t

Newton residual

2 3 4 5 6 7 8 9 10 11 12 13 1 2 3 4 5 6 7 8 9 10 11 12 13
Newton iteration step Netwon iteration step

FiG. 1. (left) The convergence history of the updated iteration for with and without the deflation
with the limit of the G-neutral shifted Wong sequence at 0; (right) the number of ADI iterations
required for solving the Lyapunov equations at each Newton iteration.

For the second example we consider the linearized semi-discretetized Navier-
Stokes equations modeling the evolution of the velocity v and the pressure p in an
incompressible laminar flow as considered in [3]. The model is given by the DAE
%Sw = Aw, where

N S S )

In particular, M is the positive definite mass matrix, and the matrix J referring to the
discrete divergence operator has full row rank. The term Bu models the distributed
control input. Our aim is to minimize the cost functional [ [lu(t)||? + ||Cv(t)||*dt
subject to the above equation with some given consistent initial value. Here, Cv(t)
corresponds to spatially averaged velocities in some observation domain. For a deep
study of this optimal control in the context of LQG-controller reduction, we refer
to [3].
The above optimal control problem leads to the solution of the Lur’e equation

(44) AXE+EXA+CC =y, , KK, C= [C 0 O} ,

0 0 I
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This optimal control problem can be shown to be regular. As a consequence, the
matrix obtained by Algorithm 3 is trivial. We further have that [4=#M "] has no
generalized eigenvalues with positive real part. Consequently, o = [O 0 I ] Py is
a stabilizing feedback. Some further data and quantitative results for this example
are as well contained in Table 1.

All calculations were done in Matlab 15a and the implementation is available as

supplementary material.

TABLE 1
Sizes and results of the numerical Examples

Example RC-Circuit | Navier-Stokes
Size of A 2007 x 2010 | 10645 x 10651
Rank of @ 6 14

Imaz Of Algorithm 2 1 2
Number of columns of V,, 5 2578
Number of columns of W,, 5 2578
Imaz Of Algorithm 3 2 1
Number of columns of V; 1 0
Number of columns of W 1 0

Imaz Of Algorithm 4 1 0
Number of columns of V? 1 0
Number of columns of W2 1 0

Relative Lur’e residual (43) | 1.333-1071! | 1.101-10719

Newton-Steps 7 3
Rank of X 114 343
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